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HOW TO GET STARTED IN DATAMINING?

If you have plenty of time:

Learn statistics
Learn R
Learn linear algebra

Learn functional
analysis (kernels,..)
Learn data base
management.
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DATAMINING IN ONE COURSE

We need a hands on approach.



HOW TO GET REALLY STARTED ?
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AVOID BLACK BOXES



LINEAR ALGEBRA: THE IGON VALUE PROBLEM

Malcolm Gladwell made an unfortunate error in

*What the dog saw' (in his spelling of eigenvalue).

Igon Value Problem is one of dilettantism.

We have to understand the methods and not treat them as
black boxes.



START WITH DATA YOU KNOW WELL

» Because you invented it (simulation studies).
» It is your domain of expertise.
> You have already studied it with other tfools.



START IN THE SUPERVISED CONTEXT

Because there is a gold standard for evaluation.




FINISH OFF BY DOING A REAL COMPETITION

Data Mining competitions with Kaggle.
Started at the middle of the course, students who ranked in
top 3 didn't have to take the final.
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WINE HAS MANY GREAT STORIES!

» Robert Parker is arguably the
most influential wine critic.

» “The Robert Parker Effect":
wines ranked 90 points cost
significantly more than those
ranked 89 points.

» Each spring since 1994 Robert
Parker evaluates many wines in
Bordeaux.

» In 2003, at the request of his
family, he didn't make the trip.

» Economists have estimated that
this depressed wine prices by
about 15%.
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IN ONE TIDY PACKAGE
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KAGGLE-IN-CLASS

kaggle o

NelsonRay  Aboutus  Howitworks  Find a competition

For more competitions, visit kaggle.com

Kaggle in Class allows instructors to host data prediction
competitions for their students. Competitions are a great
way to engage students, giving them the opportunity to put
into practice what they learn "in class". See how it works.

Infuthlmps @ indoushare

Looking for a dataset to use for your class competition? Check
out Infochimps or DataMarket

RECENT COMPETITIONS

ERASMUS SCHOOL OF ECONOMICS

UMICH SI650 - Sentiment Classification

This is an in-class contest hosted by University of Michigan SI650 (information
Retrieval)

) Completed 1weekago &5 28teams  § Kudos

Erasmus University Rotterdam - Econometrie 2 - Prediction
Competition

in class to find th
best predictions.

[ Completed2weeks ago &k 44teams  § Kudos

UW STAT331 Linear Models Contest

Students are to apply their techniques discussed in class to make the best
predictions possible. Feature selection is a major theme.

B Completed2 weeksago &% 325teams  § Kudos

Posta compatition

Blog

Nelson Ray

Help Logout ®Bo

tog out

Contests Issued (1)

Linked [}

Kaggle s on twitter.
Follow us for up to date
news.

Follow us on Facebook

Visit our Linkedin
profile



T'HE COMPETITION PAGE

PRIZEPOOL TeAvs. COMPLETED

Stanford Stats 202 Wine Price Prediction | (1L 32 19 weeks

Information Data  Submissions  Forum  Resuts

m Use wine vintage, varietal, country, ratings, and other information
to predict price. The top 3 teams from Stats 202 will not have to

i take the final exam.
Przes
The pric of a wine is influsnced by many factors. Wines fiom Pomerol, a ragion n south-
Wwestain France often ftch a retty penny. First gowths such as Chitsau Margaux and
Chéteau Lafite Rothschild are ofien quits expensive, compoundsd espacially for a stellar,
Login old vintage. A Robert Parker rating of 100 is pretty much a license to print maney.
Usemams

The training set comprises 44,151 obsenations, and the test st 18.923. Submissions will
be evaluated via L1 ermor, or mean absolute ermor. One submission is allowed per day, and
the leaderboard ranking is calculated based on 50% of the test set. The entire test set is used for the final ranking

STESSIT19% i 105 3 tsams rm Sats 202 il not v 0tk th il sxam. 1y as i Stats 202, tsams ae o 3
Forgotyour Ussmamel Password?  PEOPIE
If you are a member of Stats 202, please prepend an identifier to your name. Samething fike [S202]' This is so
2 discussions we can easily identify the winners in the class. We have provided the names of the wines for the extra information they
inthés conpeiton's forum supply. t would be possible to get O test eror in this competiion simply by looking up the prces corresponding to the

names on wwi klwines.com. For this rsason, wa are requiting that the winners also provida their code

post-competton mode sharng
Outside information is allowsd. up to a point. For instance, we would be thriled to sse some team extract winery
information from the tite and then connect that with outside information (the winsry is located __ with climate __and

e usually prices their wines __) in a useful fashion. However, simply searching fo the wine prices is unacceptable. You
must provide a non-trival model

Update: We have gatten rd of wines that were priced over $1 000 (there was a pricing error for these winss in the

previous test and training data). I you have downloaded the data before November 10, please make sure to download the

new versians. There are now 43715 training obsenvations and 18741 test obsenations

202 10 ESki This competition ended at 1:59am, Tuesday 7 December 2010 UTC.

5202 Team Cleopuptra
202060
5202 Tsam Hops.
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THE RESULT

# Team Name MAE Entries Latest Submission

1 5202 Team Eureka * 14.2701 20 6:44pm, Monday 6 December 2010
2 5202 Team Cleopuptra®  16.3072 8 6:41pm, Monday 6 December 2010
3 S202reb* 17.4029 14 10:03pm, Sunday § December 2010
4 5202 Team Hops 17.9048 10 11:01pm, Sunday § December 2010
5 winepycho 21.8187 4 6:31pm, Monday 6 December 2010
6 21.821 2 11:41am, Manday 6 December 2010
7 bei 21.9851 2 12:45pm, Monday 6 December 2010
8 5202 Team JZ 2134 6 12:50am, Monday 6 December 2010
9 outsider 223803 4 7:53am, Monday 6 December 2010
10 Joan 22.3803 2 12:42am, Manday & December 2010
11 MasBF 243192 4 6:35pm, Monday 6 December 2010
12 5202 Fortified Wine 247843 10 5:46pm, Monday 6 December 2010
13 §202 Team Franzia 25.7653 9 4:06pm, Monday 22 November 2010
14 winelover 26,5527 8 3:23pm, Saturday 4 December 2010
15 5202 Outlier 26.7379 6 8:16pm, Sunday 5 December 2010
16 5202 skmenon 27.8962 19 5:44pm, Monday 6 December 2010
17 $202 Qin Zeng 40,0686 " 7:47pm, Friday 26 November 2010
18 minersy 40,3637 3 9:47pm, Tuesday 23 November 2010
19 5202 Team Pososhok 427053 6 8:07pm, Tussday 16 November 2010
20 $202 WorseThanNaive — 42.7172 2 5:07am, Sunday 21 November 2010

m] & = =



THE WINNERS REVEAL THEIR STRATEGY

A T

How we did it: Jie and Neeral on 13 December 2010
2 = = 2 by Jie Yang

winning the first Kaggle-in-Class (@jackshezp)

competition at Stanford How 1 Did It

Neeral (@beladia) and | (@jacksheep) are glad to have participated in p Coniniants
the first Kaggle-in-Class competition for Stats-202 at Stanford and we

have learnt a lot! With one full month of hard wark, excitement and

learning coming to an end and coming out as the winning team, it

certainly feels like icing on the cake. The fact that both of us were

looking for nothing else than winning the competition, contributed a lot

to the motivation and zeal with which we kept going each and every day.

Each of us may have spent about 100 hours an this competition, but it

was totally worth it.

Even though the professor and textbook already mentioned some points
which ended up ta be very useful, the experiences we gained from this
practice were much more influential to us. We strongly recommend
every data mining student to participate in such competitions, make your
hands dirty, and eventually every minute you invest on it will reward
back.

ANALYZE THE DATA FIRST

The most important lesson we leamt was: we should always analyze the
data first

As newbies in data mining, we had thought a cool model could give us
the best result, so the main effort was to find such advanced models
and keep tuning it. We used the features from the raw data, did some
feature transformation to deal with missing values, and tried some
supervised learning model, such as Im, randomForest and gimboost in
R It seemed working, because Random Forest could improve 18%
comparing to lingar regression
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POST-MORTEM

» At least 20 teams from Stats 202 participated.

» Teams were limited to three people.

» Roughly 160 students in the class.

» Contest ran for about a month with a one submission per
day limit.

» The ftop 3 teams averaged more than one submission
every other day.

» Received many thank yous from students for the
competition.



IDEAS FOR IMPROVEMENT

» Started the competition in the final month and had some
integration with the class (displayed the leaderboard at
the beginning of class and had some homework
assignments involving the data)

» Could start even earlier and provide sample code using
increasingly sophisticated techniques (i.e. starting with
linear models and moving fo basic text mining for
features in boosted trees).

» Code would be provided at regular intervals to allow new
participants to easily catch up and push the leaders even
further.

» Have “progress prizes" so the top teams don't entirely
neglect studying for the final.



