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Abstract

When Wellesley College, a liberal arts college for women, created a data science major in 
2019, the approved proposal promised that students would learn about data ethics. None of 
our courses included data ethics at that time, though. This poster describes the case-based 
data ethics modules that have now been taught to groups of 25-80 students in a 
second-level applied statistics course, in person and remotely, and students’ enthusiastic 
response to this material. In particular, a focus on the intersection between data science and 
race- and gender-based discrimination engaged a population of students who often lacked 
the confidence to speak up about technical course content but cared deeply about social 
justice. The students who seemed most inspired by this material went on to become data 
science majors, organize invited talks by data ethics researchers, and hold students-only 
roundtable discussions on the cultural significance of data.



Wellesley College
4-year private women’s college in a Boston suburb

Second-level applied statistics course, with data science topics

Prerequisite is any of our intro stats courses

Course counts toward majors/minors in data science, statistics, math, psychology, 
economics, neuroscience, environmental studies

Summer version draws participants in the science and social science summer research 
program

Fall 2019: 45 students, in person
Summer 2020: 80 students, remote
Fall 2020: 25 students, remote
Summer 2021: 50 students, remote



Ethics in the first assignment, 
before we introduce ethics as its 
own topic:

Consider a research project that you 
have worked on or thought about 
recently.

● What is the target population?
● Briefly discuss any possible 

sources of selection bias.
● Briefly discuss any possible 

sources of non-response bias.
● ...
● Can you think of any ethical 

concerns related to this study?

Ethics in the final project:

Prompt didn’t mention ethics, but 
students included the topic on their 
own.

For example:

Fall 2019 USCLAP winning project

Model to predict outcomes for dogs at 
an animal shelter

What are the consequences of 
developing such a model?

https://www.causeweb.org/usproc/usclap/2019/fall/winners


What is data ethics?
The students initially answer: confidentiality, privacy, data safety

What else is data ethics?

● consequences of reporting results data analyses or providing models, especially when 
analyses lean toward automation

● consequences of moving forward when assumptions are not met (ponder sampling 
bias, justification for drawing causal inference, modeling assumptions, visualizations…)

● the legacy of racism/eugenics in statistics
● current discussions about over-use of p-values
● ...



Data Ethics Assignment 1

The Ethical Data Scientist by Cathy O'Neil, published in Slate on Feb 4, 2016.

(a) Read “The ethical data scientist.” In your own words, explain the author’s argument that it would not 
be ethical to use race as a predictor for the homelessness project she worked on.

(b) Think of a different context where a predictor variable might be available, but it might not be ethical 
to use it.

(c) The author argues that data scientists are not paid to assess the effects of their algorithms. Choose 
one of the questions below, quoted from the article. List some positive and negative effects that an 
algorithm might have on people’s lives in that context.

“Do new-fangled social media algorithms encourage addictive gambling behavior?

“Do the teacher assessments encourage good teachers to stay in education?

“Does predictive policing improve long-term outcomes for the people targeted by their models?”

https://slate.com/technology/2016/02/how-to-bring-better-ethics-to-data-science.html
https://slate.com/


Data Ethics Assignment 2

Honesty and transparency are not enough by Andrew Gelman, published in Chance in 2017.

Ethical guidelines for statistical practice from the American Statistical Association, 2018.

(a) Read Andrew Gelman’s article, “Honesty and transparency are not enough.” Gelman refers to 
an “Excel error” by Reinhart and Rogoff. Google, read, and explain the mistake made by those 
authors.

(b) List some specific actions researchers can take that Gelman would label “honesty and 
transparency.”

(c) What would Gelman like researchers to do in addition to acting in an honest and transparent 
way?

(d) Open the American Statistical Association’s “Ethical guidelines for statistical practice.” Note that 
clicking on the blue bars labeled “The ethical statistician:” expands sets of specific guidelines. 
Identify at least two guidelines that Gelman would call “honesty and transparency” and at least one 
guideline that address his desire for researchers to go beyond honesty and transparency.

http://www.stat.columbia.edu/~gelman/research/published/ChanceEthics14.pdf
https://chance.amstat.org/
https://www.amstat.org/ASA/Your-Career/Ethical-Guidelines-for-Statistical-Practice.aspx


Data Ethics Assignment 3
1. Guardian article on Cambridge Analytica
2. Propublica article on risk assessment in criminal sentencing
3. NYTimes: Gender discrimination by an approval algorithm for Apple’s credit card
4. NYTimes: Changes to the Census could make small towns disappear
5. NYTimes: Location tracking cell phones
6. NYTimes: Data protection
7. Washington Post: Racial bias in a medical algorithm favors white patients over sicker black patients, 10/24/2019 

(no link for free access, use institutional credentials)
8. NPR: IBM discontinues facial recognition products
9. Ethics of digital contact tracing

10. NPR: Fired data scientist launches coronavirus dashboard
11. Harvard Business Review: Racial disparities in health care outcomes
12. Reuters: Amazon's recruiting tool that filtered out women's colleges
13. NY Times: Many trial volunteers got the placebo vaccine. Do they now deserve the real ones?
14. NY Times: An algorithm that grants freedom, or takes it away

Next, read Of oaths and checklists by Patil, Mason, and Loukides, O’Reilly Blog, 2018

(a) Consider a research project that you have conducted or read about. Which of the suggested check-list items in “Of oaths and checklists” 
might apply to that project?

(b) For at least four of the example articles listed above, suggest and briefly discuss one or two check-list items that might have helped prevent 
the ethical problem described.

https://www.theguardian.com/news/2018/mar/17/data-war-whistleblower-christopher-wylie-faceook-nix-bannon-trump
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.nytimes.com/2019/11/10/business/Apple-credit-card-investigation.html?smprod=nytcore-iphone&smid=nytcore-iphone-share
https://www.nytimes.com/interactive/2020/02/06/opinion/census-algorithm-privacy.html?smid=nytcore-ios-share
https://www.nytimes.com/interactive/2019/12/19/opinion/location-tracking-cell-phone.html?smid=nytcore-ios-share
https://www.nytimes.com/2019/11/02/sunday-review/data-protection-privacy.html?smprod=nytcore-iphone&smid=nytcore-iphone-share
https://www.npr.org/2020/06/09/873298837/ibm-abandons-facial-recognition-products-condemns-racially-biased-surveillance
https://hub.jhu.edu/2020/05/26/digital-contact-tracing-ethics/
https://www.npr.org/2020/06/14/876584284/fired-florida-data-scientist-launches-a-coronavirus-dashboard-of-her-ownhttps://www.npr.org/2020/06/14/876584284/fired-florida-data-scientist-launches-a-coronavirus-dashboard-of-her-own
https://hbr.org/2020/07/a-data-driven-approach-to-addressing-racial-disparities-in-health-care-outcomes
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08Ghttps://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.nytimes.com/2020/12/02/health/covid-vaccine-placebo-group.html?surface=home-discovery-vi-prg&fellback=false&req_id=680573560&algo=identity&imp_id=333780084&action=click&module=Science%20%20Technology&pgtype=Homepage
https://www.nytimes.com/2020/02/06/technology/predictive-algorithms-crime.html?smid=nytcore-ios-share
https://www.nytimes.com/2020/12/02/health/covid-vaccine-placebo-group.html?surface=home-discovery-vi-prg&fellback=false&req_id=680573560&algo=identity&imp_id=333780084&action=click&module=Science%20%20Technology&pgtype=Homepage
https://www.oreilly.com/radar/of-oaths-and-checklists/?utm_medium=email&utm_source=topic+optin&utm_campaign=awareness&utm_content=20180725+data+nl&mkt_tok=eyJpIjoiWlRNeU1XTXdZakZrWVdSayIsInQiOiI5QkFSRDZtalgwRE1ZaG92dWU2YXRHTll1dkxoV3U3YjVxT1dLWmxqQTlNODk1d3JuXC9KR1RUNHpXRkNaYnhOMCtnXC9NeWtWTEdpV2hcL20xQXBQdkZ2ZUxMZHNxM3VVWlwvVGFcL0pwVEp6VFUxVDBybk52VW9nVXpNXC8yZGNBb3BjbyJ9


p-values
Practical v. statistical significance

Consider an experiment where villages in a developing country are randomly assigned to receive 
economic advice or not. The experiment is sponsored by a foundation interested in increasing the number 
of businesses operating in the country. Suppose that 3 of 5 villages (60%) receiving advice had new 
businesses open, and 1 of 5 villages (20%) without advice had new businesses open. The two-sided 
p-value from a t-test is 0.24. The foundation wants to know whether this intervention is worth pursuing 
further. Do you recommend that the foundation fund further study of this model for providing economic 
advice?

Continuing the example above: Suppose that you collect more data, and now 12,200 of 20,000 (61%) of 
villages receiving advice had new businesses open, and 12,000 of 20,000 (60%) of villages without advice 
had new businesses open. The two-sided p-value from a t-test is 0.04.The foundation wants to know 
whether they should invest in providing this sort of advice to villages, based on the data collected. Do you 
recommend that the foundation fund further study of this model for providing economic advice?

Further reading:

Moving to a world beyond p<0.05, Wasserstein, Schirm, and Lazar, The American Statistician, 2019

Psychology journal bans p-values, Woolston, Nature, 2015

https://www.tandfonline.com/doi/full/10.1080/00031305.2019.1583913
https://www.nature.com/articles/519009f


For the first time this summer, the students noticed 
Fisher’s history before I had a chance to discuss it

■ Was R.A. Fisher a supporter of eugenics? The source for the iris data set is from the 'Annals of Eugenics'. If so, it  
would be great to read more about this (and maybe about unethical uses of statistics) if you have any sources.

Yes. In 2020, the Committee of the Presidents of Statistical Societies "retired" their most prominent award, which was 

named after Fisher, for this reason.  This article discusses Fisher's history in more detail, as do these posts: one, two. 

There are important ongoing conversations about how statistics and other fields should handle the remaining influences of 

scholars who were actively racist and whose scholarly contributions were sometimes separate from but often intertwined 

with their racism. This issue is related to our discussion about p-values: it is interesting that the academic community is 

talking about de-emphasizing p-values at the same time that we are talking about handling the legacy of Fisher, who 

popularized p-values.

In this second-level statistics course, I think it is important for you to have a solid understanding of hypothesis testing and 

p-values not only because they are still the most popular approach to data analysis, but also because you can't fully 

engage in conversations about the appropriate role of p-values and how to handle Fisher's legacy without understanding 

the underlying concepts.

https://community.amstat.org/copss/awards/fisher-lecturer
https://www.newstatesman.com/international/science-tech/2020/07/ra-fisher-and-science-hatred
https://thisviewoflife.com/ronald-fisher-is-not-being-cancelled-but-his-eugenic-advocacy-should-have-consequences/
https://nautil.us/issue/92/frontiers/how-eugenics-shaped-statistics


Graphics of the Day

Best practices for visualization are taught in this course by daily discussions of 
graphics submitted by students.

Understanding how graphics can mislead connects to conversations about ethics.

Why scientists need to be better at data visualization, Betsy Mason, Knowable 
Magazine, 2019

https://knowablemagazine.org/article/mind/2019/science-data-visualization


Students followed up! Students at this 
women’s college who were first generation 
college students and/or from minority racial 
or ethnic groups seemed inspired by this 
material in a way that the technical course 
content had not previously inspired them. In 
the course evaluations, several students 
mentioned data ethics as a favorite topic and 
the campus Student Interdisplinary Data 
Initiative started holding events related to 
ethics. Also, our data science major is 
attracting students from a variety of 
backgrounds, and I suspect that this early 
focus on social impact could be one reason. 



The data ethics modules mentioned here are part of the publicly available online 
resources from Wellesley’s Quantitative Analysis Institute.

QAI online resources

Data ethics 1

Data ethics 2

Data ethics 3

Practical v. statistical significance

https://www.wellesley.edu/qai/onlineresources
https://sites.google.com/wellesley.edu/qai-online-resources/outline/dataethics1?authuser=0
https://sites.google.com/wellesley.edu/qai-online-resources/outline/dataethics2?authuser=0
https://sites.google.com/wellesley.edu/qai-online-resources/outline/dataethics3?authuser=0
https://sites.google.com/wellesley.edu/qai-online-resources/outline/practical-v-statistical-significance?authuser=0

