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Background and Setting

The introductory regression course is often the first
exposure that statistics majors have to experience the
versatility of statistics across disciplines. Therefore, it is
pivotal to spark interest and develop fundamental
analytical skKills in this course, if the intention is to
produce statisticians upon graduation.

® The introductory regression course (STAT 3220) at the
University of Virginia is required for every statistics major and
minor.

® The course is offered every semester and has an enrollment
of about 60 students per section.
Course topic coverage: multiple linear regression (nine
weeks); logistic regression (one week); experimental design
(one week); one factor and two factor ANOVA (one week)

® Students learn and use SAS as their primary tool for analysis

Project Scope

This project allows students to demonstrate and
improve their skKills in independent learning, analytics,
and communication.

Students in groups of 3-4 select a technique, find a data set,
analyze the data and present their results in a written and
oral presentation.

Topics for final project: model validation, weighted least
squares, logistic regression (beyond lecture), ridge
regression, LASSO regression, robust regression, time series
regression, additional post-hnoc ANOVA analyses, three factor
ANOVA, Poisson regression, survival analysis

Group Assignment

Students were assighed to groups using CATME.

® This combines various metrics to create successful group
dynamics by aligning students on availability, desired effort
and reading ability.

® Additionally, CATME allows the instructor to group students
based on group measures that accommodate student
preferences

3 CATME

SMARTER Teamwork

It Really Starts Here:

Developing Statisticians in an Introductory Regression Course

Krista Varanyak
Department of Statistics

Project Examples

ssion Based on
Quarterback

Recidivism In the

lowan Prison System

Poisson Regression of

MOVIES AND MONEY: Meteorite Impacts

WEIGHTED LEAST SQUARES

Project Components

Students demonstrate
basic comprehension of

10 minute PowerPoint
presentation to introduce
the class to their topic
and contextual research

10 page report including
methodology and analysis

the topic and have
selected an appropriate
data set to analyze question

effect. Secular trend, known are long-term trend, is the tendency of the time series to increase or
decrease over a long period of time. Cyclical fluctuation is a wavelike or oscillating pattern about the

Methodology Introduction secular trend typically attributable to economic conditions. Seasonal variation describes fluctuations

Time series regression is the process in which past events, known as autoregressive

that occur during speciﬁc portions of the year, and the residual effect is What remains after the

dynamics, are used to predict a future response. It is commonly used for modeling and secular, cyclical, and seasonal ¢ mp nents have been removed. When there is some constant

forecasting of economic, financial, and biological systems, and it has many advantages. First, relationship between consecutive error, one shall s 1 ct a first-order autoregressive mo d l:Rt= S f A 1 .
one is able to determine trends, a general change of a prediction over the course of a period of PR(t=1) + e(t) where at is th 1ance nd ependent of time (P s the autocorre 1 tion term and the ummary o nalysis
time, to predict future outcomes as well understand past events. This contrasts to normal sign of the term determines its accomodation for positive or negative autocorrelation; the We will fit three separate models and compare their utilities throughout the model
regression in that normal regression can only look at a specific range of values and estimate or durbin-watson statistic determmes its effectiveness. When the errors appear to change abruptly from building stages
nonzero values of time distance to 0 for larger values of time distance = ~ iboring residual values

predict responses within that range of values. By using time series, one is able to identify cyclical
patterns, exponential increases or decreases within data sets, or turning points in the dat
result of adding a time component, one may identify a certain event as a potential cause
change in the data, or one may become more accurate when predicting future events by
determining that a data follows a cyclical rather than linear pattern. Secondly, through the use o
time series, one may perform explanative analysis, which allows for the determination of
whether two time series depend on one another. For example, one may perform time series to

-~ carrelated yet residuals furthe ~not), one will n+"’ rder mogd

S

o Model 1

moac.. o Traditional model without an autoregressive term

o Ignoring the autocorrelation violation
e Model 2
o Subset the data for one state (Virginia)
o Using time as the sole predictor
o Including a first-order autoregressive term (neighboring errors)

A similar process .
dealing with a ..uswationary time sc - minimum wa,, .nore, we still know tna
because the autocorrelation between v . of the residuals at two dittecent points in time diminishes

predict whether there is a correlation of stock purchasing rate and store openings by conducting i Co i e Model 3
. . . . . . as the distance between the points in time increases, a first-order autoregressive error model may be
time series analysis on both variables independently and seeing whether one may be used to . o  Subsetted data
appropriate. o Including a first and second-order (every-other error) autoregressive term

predict the other variable. In short, time series is useful when time is a significant independent
variable and when data is collected in fixed time intervals (i.e. monthly, annually) and can be

o Adding party and CPI Average
The first autoregressive model we will try to fit is €t = Q1€-1 + at, the same first-order model a

used to observe seculla<r (lcng-tp * #rends, cyclical effect~ 7 isiness models), seasonaI. above. Upon fitting this, we find that at a lag of 18 and 24, the p-values for the autocorrelatio
Valia.. - -~ wuture, 1t null hypothesis are .049 and .073 re p ctively. With .049 below the s1gn1ﬁcance and .073 relatlvely
close to it (espec lly b arbitrary valu ) there is reasonable evidence that a
higher-order autoregressive mo d lm ay actually be ary. Thus, we will fit a second-order

autoregressive model of the form: €t = Qi€-1 + P22+ a.

Foster Independent Learning

A main objective is for students to work and learn
independently. Consider the following to best support
students in the process:

Require Project Proposal

Project Workshops

Schedule mandatory group meetings
Provide additional resources

Add homework problems about technique

Timeline

|ldeally, from start to finish, students would have 4-5
weeks to complete the project from when it is assighed.
Consider the following when establishing a timeline:

Group & topic assignment

Project work days

University breaks

Course exams

Professor availability for group meetings
Proposal deadline

Presentation style (oral vs poster?)

Greater Impact

Beyond a technique: students learns skills in teamwork,
communication, and report writing.



