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One of the hottest recent trends is “data mining,” a 
catchy phrase that certainly sounds as if it involves a 
lot of statistics. As Dick DeVeaux writes in our lead 
article of this issue, the term means many different 
things to different people. Dick offers not only an 
informative overview but also a personal perspective 
about how statisticians can offer a lot to, while also 
learning a lot from, data mining. One does not have to 
dig very deeply to find valuable nuggets of 
information in this article. We hope that his article 
will inspire students (and others) to learn more about 
this important topic and perhaps even go on to make 
contributions to its development.

Statistics has long been considered a career that 
requires a graduate degree, but more and more atten-
tion is being paid to career opportunities for students 
receiving degrees in statistics at the bachelor's level. 
Patti Costello and Lisa Kay offer a glimpse of the diver-
sity of opportunities available by summarizing results 
from an alumni survey that they recently conducted for 
Eastern Kentucky University. You might be surprised at 
all the different options there are with a B.S. in statistics!

Continuing a tradition of the past several years of 
this magazine, we include a report on the AP Statistics 
exam from Roxy Peck, Chief Faculty Consultant of that 
program. Roxy notes that not only is the rapid growth 
in numbers of students taking this exam an encourag-
ing sign, but the quality of students' performance 
improved last year as well. Roxy's article also provides 
some advice for students about communication, an 
important aspect of statistical analysis on which many 
students struggle.

Carrying backpacks full of books is a daily routine 
for most students, but carrying too much weight can 
actually lead to serious health problems. To investigate 
whether students on their campus tend to carry more 
than is recommended, four Cal Poly students weighed 
backpacks of their peers, in relation to students' body 
weight, and analyzed the results. We are pleased to 
present a report of their project, and we encourage 
other students to submit articles based on their statis-
tics projects.

Chris Olsen provides more µ-sings for STATS read-
ers in this issue, this time through a movie review. Chris 
calls our attention to an old, little-known movie called 
Magic Town in which Jimmy Stewart stars as a pollster 
seeking the Holy Grail of representative samples. Robin 
Lock again assumes his role as The Statistical Sports Fan, 
this time investigating the age-old question about 
whether offense or defense is more important for suc-
cess in team sports. We also feature another article by 
Gretchen Davis, motivated by the difficulties AP Statis-
tics students have had in recognizing paired data, in 
which she highlights two examples illustrating the 
advantages of a matched pairs design and the appropri-
ate analysis of such data.

We also offer in this issue another installment of 
“Data Sleuth,” in which we invite readers to solve mys-
teries based on the analysis of data. Patti Collings has 
provided two mysteries for this issue, one based on 
winning times in the Kentucky Derby and the other 
concerning ages of students in her undergraduate sta-
tistics classes. We invite readers to send us other 
mysteries for inclusion in future issues. 

We also invite you to check some of the new fea-
tures that we have installed on the website for STATS 
magazine (www.amstat.org/publications/stats). Not only 
does the site provide background information about the 
magazine and tables of contents for recent issues, but it 
also contains links to datasets and to other web 
resources discussed in the articles. 

We both continue to be students of statistics as we 
continually learn new things, but it has been a while 
since either of us was a student in a formal sense. We 
would very much appreciate receiving your feedback, 
suggestions, and contributions, especially from our 
student readers.

Editors' Column

Allan RossmanBeth Chance
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Have you ever ordered a book at amazon.com or a CD 
at cdnow.com and then received an e-mail suggestion 
for another product to buy? Have you ever received 
coupons from your local supermarket based on your 
personal buying habits? Have you ever called a large 
mail order company and had the operator address you 
by your first name, ask how you liked the socks you 
ordered last month, and tell you about the specials 
you might be interested in? Have you wondered how 
such organizations use the data that they have 
acquired about you to make predictions about your 
habits and tastes? The answer lies in the important 
and growing, but vaguely defined, field called data 
mining. 

In this article I hope to provide a short overview on 
what data mining is and how it differs, if in fact it does 
differ, from statistics. Because data mining is such a 
large field, it is impossible to cover all that it does and 
purports to do in a short article. And I certainly can't do 
justice to everyone who has contributed to it. Instead, I 
would just like to give a personal perspective of how 
data mining has changed the way I do data analysis and 
the kinds of problems I'm willing to tackle. 

What is Data Mining?

Data mining has been defined in almost as many ways 
as there are authors who have written about it. 
Because it sits at the interface between Machine 
Learning, Database Management, Data Visualization 
and Statistics (to name some of the fields), the 
definition changes with the perspective of the user. 
Here is a not so random sample of a few: 

Data mining is … 

“the nontrivial process of identifying 
valid, novel, potentially useful, and ulti-
mately understandable patterns in data.”  
— Fayyad (Machine learning)

“a knowledge discovery process of extract-
ing previously unknown, actionable 
information from very large databases.”  
— Zornes (Information technology [IT])

“finding interesting structure (patterns, 
statistical models, relationships) in data-
bases.”  
—Fayyad, Chaduri and Bradley (Machine 
learning)

“a process that uses a variety of data anal-
ysis tools to discover patterns and 
relationships in data that may be used to 
make valid predictions.”  
— Edelstein (Data warehousing, IT)

For others, data mining is not only the modeling 
and prediction steps, but a whole problem solving 
cycle. Funded by a European consortium, a group of 
data mining experts put together a methodology called 
CRISP-DM (CRoss-Industry Standard Process for Data 
Mining) in an attempt to provide a framework for data 
mining. In it are six distinct steps: 

• Business understanding
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• Data understanding

• Data preparation

• Modeling

• Evaluation

• Deployment

What's clear is that data mining remains a vaguely 
defined field. It covers a lot of what statisticians do, and 
it has become an important commercial endeavor. For 
this reason alone, statisticians and students of statistics 
should pay attention to those claiming to be data min-
ers and to what they do.

Common to most of the definitions of data mining 
are several themes. One of the most important is that 
the results be useful. “Actionable, useful, knowledge 
discovery” are some of the words used in the data min-
ing jargon. Sometimes, the goal of a data mining 
exercise is simply to produce a predictive model. How-
ever, useful may also mean interpretable. Many of the 
algorithms have models that are so complicated that 
they become uninterpretable black boxes and simply 
give a prediction. The user must decide which class of 
data mining algorithms to use depending on the goal.

Another data mining theme is the size of the data-
bases. Indeed, many commercial and scientific 
databases truly are big. A transactional or scientific 
database may run into terabytes (1TB = 1000 gigabytes 
GB) of data. The UPS tracking database is reported to 
be about 16 TB large. By comparison, if all the books in 
the U.S. Library of Congress were digitized, they would 
amount to about 10TB. The National Climate Database 
(NOAA) is about 400TB. 

Last, data mining is almost always a team effort. 
Rarely is one person responsible for the collection, stor-
age, maintenance, extraction, cleaning and modeling of 
data. If you are going to be involved in a data mining 
project, you should be prepared to at least talk to and 
get friendly with people who have these other skills. 
You'll need their help. Otherwise you should be pre-
pared to learn a lot about database management, SQL 
(Structured Query Language), and PERL (Practical 
Extraction and Report Language). These might be 
worth learning anyway, especially if you are going to 
specialize in problems with transactional databases. 
However, for the rest of this article, I will focus more on 
moderate size problems and concentrate on the part 
that most resembles statistical analysis.

“So, is data mining different from statistics?” This 
was the question asked to Jerry Friedman, a prominent 
statistician and data mining expert, at a recent confer-
ence after his data mining talk. Jerry paused and before 
answering it, asked if the questioner wanted the long 
answer or the short answer. Since the short answer was 
requested, Jerry's answer was, “No.” The long answer 
might well have been a bit different, as I'll attempt to 
explain.

Why Do Data mining?

Data mining got its start in what is now known as 
customer relationship management (CRM). After 
creating large databases for keeping information such 
as transaction records, inventory, and billing history, 
companies began to realize that they might have an 
enormous amount of information that they could use 
not just to store transactions, but also to learn more 
about their customers. Using the information in the 
database, they can learn not only how to retain 
customers, but also to market to them more effectively 
and to create more opportunities for cross selling. By 
using predictive models, they hope to be able to 
suggest the products that you have the highest chance 
of buying, based on your past behavior and 
demographic information. With the blossoming of the 
Internet and the possibility of capturing even more 
data online in the late 90's, CRM became big business.

What Kinds of Problems?
CRM isn't the only application for data mining. In 
fact, interest is everywhere. Even hallowed traditional 
statistical areas like clinical trials are no longer safe 
from data mining. With the addition of ancillary 
genetic information on the participants in a trial, the 
possibility exists for adding this information to the 
models. Currently I am working on two projects. The 
first is a metal manufacturing problem involving 
cracking during the production process. Hundreds of 
process variables are measured during the molding 
process and the response variable is whether the 
molded piece is cracked or not. Since each cracked 
piece costs tens of thousands of dollars (these are large 
pieces of metal) to recast, and the cracking rate is 
annoyingly high, there is a lot of potential for savings. 
The second project comes from the insurance 
industry. Actuaries carefully price insurance policies. 
For example, the price of the same amount of liability 
insurance on an automobile depends on the age and 
sex of the principal driver, the state in which it's 
registered, and the driving record of the policy holder, 
among other things. We have data on tens of 
thousands of mature policies, policies that have 
reached the end of their term. For each we have many 
more predictors than were used to price the policy. 
For example, if it's a commercial vehicle, we might 
consider the type of industry it's used in, something 
not usually used to price the policy. There are dozens 
to hundreds of such extra predictors. Each of these 
policies either involved a loss (a claim was paid 
greater than the premium) or not, and we have 
information on the amount of loss as well. The 
challenge is to see whether we can predict which 
policies are more likely to result in losses. The signals 
here are small. Most of what leads to losses on 
insurance policies is random. But if there is any 
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predictability at all, the payoff can be enormous. An 
increase of a percent or two in profit for a billion 
dollar industry is not negligible.

Both of these are typical of the kinds of problems 
found in data mining. The data sets are large, the signal 
is small (if it's there at all), and the data are messy (they 
require a lot of pre-processing), but the potential pay-
offs are great. Interestingly, many of the techniques used 
for these problems are statistical models. As a profes-
sion, we should ask why there is such interest now in 
doing these kinds of analyses when we've had the capa-
bility for a long time. Is it just because “data mining” 
sounds more interesting than “statistical analysis”? It's 
food for thought. 

What's Different? An Example.
How is data mining different from statistics? Let's start 
this discussion by considering an example. This 
example was used at The Fourth International 
Conference on Knowledge Discovery and Data Mining 
for a data mining competition known as the 1998 
KDD Cup. The data are from one of the largest direct 
mail fund raising organizations, the Paralyzed Veterans 
of America (PVA). Here is the description of the 
problem from the KDD 98 Cup web site:

“Participants in the CUP will demonstrate the per-
formance of their tool by analyzing the results of one of 
PVA's recent fund raising appeals. This mailing was 
dropped in June 1997 to a total of 3.5 million PVA 
donors. It included a gift “premium” of personalized 
name & address labels plus an assortment of 10 note 
cards and envelopes. All of the donors who received 
this mailing were acquired by PVA through premi-
um-oriented appeals like this. The analysis data set will 
include: 

• A subset of the 3.5 million donors sent this appeal 

• A flag to indicate respondents to the appeal and 
the dollar amount of their donation 

• PVA promotion and giving history 

• Overlay demographics, including a mix of 
household and area level data. 

The objective of the analysis will be to identify 
response to this mailing — a classification or discrimi-
nation problem.”

The entrants were given a data set with 100,000 
rows and 481 predictors (currently housed at http://kdd.
ics.uci.edu/databases/kddcup98/kddcup98.html). The 
objective was to build a model and select those past 
donors most likely to return a donation from the current 
appeal.

One of the ways data mining problems are different 
is that it's very hard to know how to start. A fact of data 
mining life is that most of your effort will go into pre-
paring the data before you can do anything that 
statisticians might consider fun. It's instructive to spend 

a few minutes looking at the definitions of some of the 
predictors in the file: http://kdd.ics.uci.edu/databases/ 
kddcup98/epsilon_mirror/cup98dic.txt .

For example, here are some of the variables describ-
ing the number of children in the household:

CHILD03 Presence of Children age 0-3
 B = Both, F = Female, M = Male
CHILD07 Presence of Children age 4-7
CHILD12 Presence of Children age 8-12
CHILD18 Presence of Children age 13-18

So, a household with a 4 year old boy and an 11 
year old girl would have the following four outcomes:

CHILD03 CHILD07 CHILD12 CHILD18   
 M  F   

Generating four categorical variables, two of which 
will have missing values, screams for variable re-expres-
sion. Is it best to use number of children and mean age? 
It's not clear. It depends of the application. If you're 
selling children's building blocks, the answer will be 
different than if you are soliciting contributions for 
disabled veterans. Think about the amount of time 
needed to get 481 variables like this into shape to do 
anything.

After you've checked the variables for definitional 
differences, missing value codes, variable type, incon-
sistencies, and errors (remember you're doing this for 
possibly hundreds of variables), you have too many 
variables to start doing exploration in the usual way. I 
was taught that the first three rules of data analysis are:

1. Draw a picture
2. Draw a picture
3. Draw a picture
If you have 481 predictor variables, it's not clear 

how to do that. Even plotting the distribution of each 
variable becomes too much, and pairwise scatterplots 
are impossible. There are clever graphical packages 
available now that enable you to plot a good handful of 
variables at once, either by projection or slicing through 
the data with the use of slider bars. But even then, you 
have to know which dozen or so variables you want to 
look at. 

Instead, models can often be used for the types of 
exploration that we traditionally did first graphically. 
This exploratory data modeling (EDM) seems to be at 
odds with traditional statistical analysis. But with so 
many predictors, we have few other choices. I often use 
a decision tree as a first step. In such a model, the data 
are recursively split into groups based on an optimal 
separation of the response variable. Looking at which 
variables the tree uses first can give us a reasonably 
sized subset of predictors to explore. For example, the 
first split of the response variable for the PVA data was 
on a variable called RFA_2. This variable contained 
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information on the past giving behavior of the donor. 
Figure 1 shows the first two levels of the decision tree 
(from a Beta version of JMP version 5.0).

What this model indicates is that the most import-
ant variables have to do with past giving and past 
mailings. RFA stands for recency, frequency and 
amount. Marketing scientists often use this 3 dimen-
sional summary of buying (or in this case, giving) 
history, so it's not surprising that it appears as the most 
important variable. The other two have to do with how 
many other mailings were made and responded to. 
CARDPM12 contains the number of card promotions 
received in the last 12 months. Notice that the group 
with CARDPM12 < 5 received fewer than 5 promotions 
in the last 12 months and were nearly twice as likely 
(.1202 vs. .0715) to respond now. CARDGIFT mea-
sures the number of lifetime gifts the donor has given. 
The group with CARDGIFT ≥ 4 has given more often in 
the past and is somewhat more likely to respond now 
(.0484 vs. .0356). The next two levels would show the 
variables LASTDATE (indicating the date of the last gift) 
and HVP2, a demographic variable indicating what 
percentage of the census tract has home value over 
$150,000. More recent donors are more likely to 
respond now. Those in wealthier neighborhoods are 
also more likely. All but the last variable have to do with 
recency, frequency and amount given.

But the point here is not to use this model as it is. 
It's wrong (as are all models), and it's not even clear yet 
whether it's useful as a predictive model. However, it 
does give us an idea of where to start looking. There are 
481 potential predictors, more than a dozen concerning 
the ethnic makeup in the census tract of the donor 
alone. What this simple tree suggests is that concentrat-
ing on the past behavior of both the donor and the 
organization's interaction with the donor might be a 
good place to start. After selecting a dozen (or two 
dozen) predictors, one could start applying traditional 
exploratory methods to those variables before moving 
back to modeling again. 

Another common occurrence in the preliminary 
stages of data mining is what I call the “unusable pre-
dictor phenomenon.” The very first time I ran a tree 
model for the PVA response, I got 100% accuracy with 
one predictor. I was suspicious, and it turned out to be 
for good reason. Whenever you get results too good to 

be true, they are. It turns out that in the database there 
are actually two response variables, Target_B which 
indicates whether the client responded and Target_D 
which shows the amount donated. I hadn't seen that 
Target _D was in the database, so it was in my first set 
of predictors. Not surprisingly, if you know how much 
someone donates, you have a pretty good idea of 
whether they donated. So it's perfect model, but totally 
unusable. 

In the metal cracking problem, it turned out that 
the composition of the alloy used was the most import-
ant variable in predicting cracking rates. Unfortunately, 
the engineers and chemists were well aware of that. In 
fact, they were most interested in the high cracking rate 
alloys. This problem of unusable predictors being iden-
tified as most important occurs in nearly every data 
mining situation I've encountered. 

Sometimes the problem is slightly more subtle. 
There can be information in what seems like a useless 
predictor. Once, in predicting the probability of a credit 
card default, we found that the account number of the 
card holder was an important predictor. Useless? Not 
completely. Because the account numbers had been 
given sequentially, the lower numbers belonged to cus-
tomers who had held accounts the longest. The 
customers acquired later had a much higher probability 
of default. Using “time on book” turned out to be the 
predictor of interest, but it was masked by the account 
number because of the high correlation.

At first, this approach seems backward from the 
way most of us were taught. When possible, we should 
explore the data set graphically and think carefully 
about the model before proceeding. But with more 
predictors than one could possibly look at, using mod-
els as exploratory tools can be a useful way to start 
looking at a data mining problem. 

What Kinds of Models?
Data mining models almost always remain exploratory 
in the sense that we don't take great care to specify 
error structures or even the functional form of the 
model. Although statisticians generally heed George 
Box's famous “All models are wrong, but some are 
useful,” this is even more true for data mining models. 
The emphasis in data mining is more on usefulness 
and prediction and less on getting the model “right.”

I'm often asked if this bothers me. Couldn't we get 
better results if we invested the time to think carefully 
about the model and error structure? Of course we 
could. Certainly there are many areas, time series and 
spatial statistics come immediately to mind, where 
ignoring fairly basic dependencies in the error structure 
can get you into big trouble. You have to ask yourself in 
the context of the problem at hand whether it's worth 
the extra effort. Suppose you're trying to decide which 
customers on your mailing list should get the Spring 
Catalog and a simple predictive model can tell you 
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which 60% of your customers are most likely to pur-
chase. If this simultaneously increases your selling 
percentage by 15% and saves 40% in mailing costs, you 
may not want to spend a month trying to come up with 
a “better” model. It's a question of degree and perspec-
tive. 

The Algorithms
Much of the technical discussion about data mining 
concerns the algorithms used for modeling data. 
When general data mining software first became 
available, the packages usually included, at a 
minimum, decision trees of various kinds, neural 
networks, K-nearest neighbor (KNN) methods, 
K-means, clustering methods and association rules. 
With the exception of trees and some clustering 
methods, these were largely unknown by statisticians, 
and so the line between data mining and statistics 
software was fairly clear. Now, general data mining 
software usually includes regression, especially logistic 
regression. At the same time, statisticians have also 
begun enlarging their toolboxes a bit, so the line has 
become fuzzier. Since the methods least studied by 
students of statistics are KNN methods, K-means, and 
neural networks, I will try to give a short overview of 
these methods. 

All three methods are essentially model-free. For 
that reason, they can't be used to understand the nature 
of the relationships between predictors and response. 
But, these black box methods are often among the best 
performers for prediction in real data problems. Both 
K-means and KNN methods are primarily classifiers. 
That is, they are used to predict a discrete response 
variable— the class to which the new observation 
belongs. But, once that is done, a continuous response 
can also be estimated, for example, by taking the mean 
of the response for all observations in that class. Neural 
networks are used for both classification and regres-
sion.

Both K-means and KNN methods are fairly simple 
and base their predictions on neighboring points. So, 
they need some type of distance measure to decide 
which points are close. If you have all continuous pre-
dictors and if they are all on the same scale this is 
relatively easy to do. But in a real data problem like the 
PVA example, it's not clear at all how to compare some-
one's age with which magazines they buy. Often, most 
of the work in using these methods is in defining the 
distance measure.

K-nearest Neighbors

In its simplest guise as a classifier, KNN works as 
follows. Suppose we want to predict the category of a 
target point x0. We simply find the k points closest to 
x0. Then we take a majority vote of their category and 
use that to predict the category of x0. KNN methods 
are the backbone of most software that recommends 

other purchases for you to make based on your past 
purchases, such as you'd find on amazon.com or 
cdnow.com.

Here's a simple example that gives the spirit of how 
K-nearest neighbor methods work. Suppose we want to 
find what movie to recommend to someone and we 
start with the following database:

We have six movies in our catalog and 5 customers. 
The movies are Star Wars, Batman, Rambo, Chocolat, 
Cries and Whispers, and My Dinner with Andre. For each 
combination of customer and movie, we have a y if the 
customer has bought that movie. In a real application, 
most of the table would, of course, be empty (imagine 
the database for amazon.com). 

A new customer Karen enters our store and tell us 
that she loved My Dinner with Andre. What movie 
should we recommend to her? Using KNN, we could 
use the metric defined by the number of movies two 
people have in common. So, the closest neighbors to 
Karen are Lyle and Ellen. Now, what movies did they 
buy in common? Right, Star Wars. So, should we rec-
ommend that Karen buy Star Wars? There are two 
problems here. First, everyone has already seen Star 
Wars, so there's not much point in recommending it. 
Second, we didn't really use the data. Any movie would 
have given us the same recommendation. However, if 
we ignore Star Wars, we're left with Chocolat to recom-
mend. We could even go further, and include Jason in 
the neighborhood. Then we can recommend Cries and 
Whispers as well. This simple example illustrates that 
much of the work in implementing KNN methods is in 
choosing the appropriate metric and in discounting 
frequent choices. 

K-means

The idea behind K-means is to split the data into K 
groups. We start with K centers, usually picked at 
random. Then for each point we identify which 
cluster it belongs to using an appropriate distance 
metric. Once we have the memberships, we can 
recompute the means of these points, obtaining new 
centers. The two steps are alternated until they 
converge. The algorithm is iterative, but fast. To 
predict the category of a new point, you find the 
cluster it is closest to and then take majority vote 
within the cluster. For a continuous response, you 
could take the average as the prediction. Of course, 
there are many ways to choose the centers of the 
groups, the assignment to groups, and the numbers of 
groups, but the basic idea is this group assignment. 

STATS 34  ■  SPRING 2002     7



ASA

This method is especially fast at prediction for a new 
point because all that's required is to find the right 
group and to report the relevant statistic. Of course, 
with a mix of continuous and categorical predictors, 
finding an appropriate distance measure is still a 
challenge.

Neural Networks 

Neural networks comprise a large field of research, 
but the ones usually used for data analysis, the 
so-called multilayer perceptron or back propagation 
network, are fairly straightforward. The multilayer 
perceptron is really just a very flexible non-linear 
regression model. To understand this, it's helpful to 
start by thinking of a multiple regression problem and 
by reminding ourselves of two things that we 
statisticians do all the time. 

In any regression problem, we can create new 
variables from original variables. This includes simple 
transformations of the original variables or combina-
tions of them. In the language of data mining, this is 
called feature creation. So, for example, if we have both 
the price and the earnings of a company, the ratio of 
price to earnings is a new feature. Especially common 
features are linear combinations of variables. In meth-
ods such as principal component regression, factor 
analysis, multidimensional scaling and even such 
exotic techniques as projection pursuit regression, the 
model is based on linear combinations of the original 
predictors. 

Suppose we create k new linear combinations of the 
inputs (the predictors) and denote them as z1, … zK. 
We'll call these the hidden nodes of the network. Then 
we transform each of these nodes by what's called a 
sigmoidal function (sigmoidal means S-shaped). Usu-
ally the logistic function is used for this. Now, we 
perform a linear regression on these transformed vari-
ables, and that predicts the response. If we want the 
response to be limited to a number between 0 and 1, as 
we might for a classification problem, we can also apply 
a sigmoidal transformation to this prediction. (Then we 
can interpret the response as a probability of member-
ship.)

What do we get? We get a very flexible model with 
lots of parameters that can fit just about anything. 
Why? Because we haven't limited the number of new 
features k. In fact, k can be larger than the number of 
original variables if you like. The coefficients making 
up the linear combinations and the regression coeffi-
cients in the next stage are all parameters to be 
estimated. We can easily generate models with as many 
parameters as we want. In doing so, we can fit any 
training set of data perfectly, a point not lost on neural 
network salespeople. Of course, the trick is in keeping 
the network from fitting the data too well – overfitting. 
Overfitting is a major problem of neural networks and 
computer intensive methods in general. An overfit 

model fits the data at hand, the training data well, but 
won't generalize well out of sample since the model has 
fit the noise as well as the signal. 

But with proper care to avoid overfitting, neural 
networks provide generally reliable predictions in many 
situations. I usually use neural networks as a bench-
mark in the search for simpler, more interpretable 
models. I, like many statisticians, always hope that I can 
find a model with three predictors, maybe a 2-way 
interaction of two of them, and some simple smooth 
functions of them that describe the response. If I find 
such a simple model and it does as well, then I'm 
happy. Not only will I have good predictions, but I can 
also explain the model to my client. If, however, I try it 
on a test set of some sort and it performs only a fraction 
as well as the neural network, then I know I have work 
to do. Rarely do I directly use the neural network for 
the kinds of applications I work on, because almost 
invariably, the client wants to know “what's going on” 
inside the model. Because of the large number of 
parameters, there are many similar models that can 
generate the same predictions. The individual coeffi-
cients of any particular model become meaningless, 
and the model is uninterpretable. However, variable 
importance measures and some recent profiling soft-
ware has become available for some neural network 
packages that does enable one to get insights. (For more 
details on neural networks, see De Veaux and Ungar 
(1996).) 

Model Assessment
Traditional statistical models are nice to work with 
because of the asymptotically based theory that 
usually accompanies them to produce confidence 
intervals and test hypotheses. For trees, neural 
networks and K-nearest neighbor methods, no such 
theory exists. So, we have to rely on the data 
themselves to test the model. The standard way to do 
this is by some sort of cross-validation. 

When the data set is very large, we often simply 
split (randomly) the data into two parts, one for train-
ing (i.e., building) the model, and one for testing. We 
save the test data set until we have our preliminary 
model built based on the training data and then see 
how well it performs on the test data. For a continuous 
response, residual sum of squares or R2 (the square of 
the correlation between predicted and actual) is often 
used. For a classification problem, there is a choice 
among a variety of measures based on how often the 
correct class is predicted. Sometimes these are weighted 
by the different costs of the types of wrong prediction. 

If the data set is not large, then we have to get 
around the problem by K-fold cross-validation. We split 
the data into K parts, using all but one each time to 
train the model and the other as a test set. So if K = 10, 
our data might look like this:
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 1 2 3 4 5 6 7 8 9 10  
 Train Train Train Train Train Train TEST Train Train  Train  

Here we've shown the 7th time. We've used all but 
the 7th part of the data to train the model. We'll assess 
how well it works by predicting on the 7th part. We 
repeat this 10 times and average the performance across 
the 10 test sets. This method is often used for choosing 
a parameter of the model, like the number of nodes to 
use for a decision tree. 

One caveat to worry about is that the real prediction 
error is almost always going to be larger than the one 
you calculated from cross-validation. This is because by 
randomly selecting within the same data set, you'll 
almost always wind up with a more homogeneous data 
set than you'll encounter when you go to actually 
deploy the model. 

Data Mining Myths
One of the reasons for the success of data mining (or 
at least the success of data mining software) is the 
allure that with the purchase of one package, one can 
avoid all the unpleasant things that statisticians warn 
against. Some of the myths of data mining include the 
beliefs that

• data mining models can take care of bad data

• data mining eliminates the need to understand the 
data or the business problem

• data mining algorithms automatically find 
interesting patterns in data

• data mining eliminates the need to know any 
statistics.

Statisticians entering into a data mining project 
should realize that some of the people on the project 
teams firmly believe these myths. That may be why 
they signed up for the project. But data mining is a team 
effort. Unless you are prepared to be a database and 
data warehouse expert, a PERL and SQL programmer, 
a data preparation expert, and a subject matter expert, 
you're going to need help. On the other hand, data 
mining projects provide a great way for statisticians to 
get involved with large projects. We need to leverage 
the momentum of the interest generated by data mining 
to contribute effectively. If we don't get involved with 
data mining projects, other people will step in to do our 
work. 

Summary
Is data mining the same as statistics? Well, yes and no. 
If we open up our toolboxes a little bit to some of the 
exciting things in machine learning and artificial 
intelligence, we'll find that much of it is familiar. But it 
also encompasses problem solving and deployment as 
well as just building a predictive model. For that 
reason it tends to be a team effort requiring 
communication and interpersonal as well as technical 

skills. But, it can provide enormous payoffs for the 
statistician who is willing to jump into the fray.

Further Reading
A good introduction to data mining from a marketing 
perspective:
Berry, M. and Linoff, G. (1997), Data Mining Techniques, 

New York: John Wiley & Sons, Inc.

Both of these are must reads:
Cleveland, W. S. (1994), The Elements of Graphing Data 

(revised edition), Summit, NJ: Hobart Press.

Wainer, H. (1997), Visual Revelations, New York: 
Copernicus. 

A different slant on some of the more popular data mining 
tools:
Dhar, V. and Stein, R. (1997), Seven Methods for 

Transforming Corporate Data into Business Intelligence, 
Upper Saddle River, NJ: Prentice Hall, Inc.

A more academic sampling of the kinds of problems 
encountered by data mining:
Fayyad, U. M., Piatetsky-Shapiro, G., Smyth, P. and 

Uthurusamy, R. (eds.) (1996), Advances in 
Knowledge Discovery and Data Mining. AAAI/MIT 
Press. 

A practical introduction to data preparation. One of the 
only books on the subject:
Pyle, D. (1999), Data Preparation for Data Mining, San 

Francisco: Morgan Kaufmann.

For the statistics student, an excellent overview of the 
methodology of data mining:
Hastie, T., Tibshirani, R., and Friedman, J. (2001), The 

Elements of Statistical Learning: Data mining, Inference 
and Prediction, New York: Spring Verlag.

An excellent in-depth analysis of K nearest neighbor 
methods:
Friedman, J. (1997), “On Bias, Variance, 0/1 Loss, and 

the Curse of Dimensionality,” Data Mining and 
Knowledge Discovery, 1(1), 55-77.  

A practical introduction to the challenges of data mining:
Edelstein, H. (2001), “Introduction to Data Mining and 

Knowledge Discovery”(Third Edition), available 
from http://www.twocrows.com. 

References
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Web Resources

Here are two websites full of other links and useful 
information:
http://www.twocrows.com/dm-links.htm (Two Crows)

http://www.kdnuggets.com/ (KD Nuggets)

STATS 34  ■  SPRING 2002     9



ASA

Dick Scheaffer (2001), while serving last year as 
President of the American Statistical Association 
(ASA), wrote, “Statistics degrees awarded in the 
United States in the 1999–2000 academic year (self-
reported data from Amstat Online) amounted to about 
1100 bachelor's degrees, 1600 master's degrees, and 
460 doctorates.” Where do all of the B.S. statisticians 
go after graduation? At Eastern Kentucky University, 
which offers a bachelor's degree in Statistics, we 
surveyed our alumni to provide some insight into the 
answer to this question. Our findings may prove 
interesting to students interested in job opportunities 
for bachelor's degree statisticians and to faculty who 
teach in these programs.

Background
Eastern Kentucky University (EKU) is a regional four-
year institution with a current enrollment of 14,762 
students. The Department of Mathematics and 
Statistics at EKU offers the only B.S. in Statistics in 
Kentucky. Figure 1 displays the number of graduates 
completing the requirements for a B.S. in Statistics 
from 1982 to 2001. Some of these students earned a 
second major in another field.

Placing the numbers for the department in a 
national context is illuminating. Very few schools that 
offer B.S. degrees in Statistics have large enrollments. 
Bryce, Gould, Notz, and Peck (2001) presented the 
data in Table 1, which led them to conclude that “Most 
undergraduate programs in statistics are small.”

Table 1. Bachelor's Degrees in Statistics Awarded in 
1996–1997

 Number of  Number of 
 Degrees Awarded Institutions
 Less than 5 37
 5–9 26
 10–14 5
 15–19 6
 20 or more 4

Most students who earn the B.S. degree in Statistics 
at EKU take 24 credit hours comprised of the following 
statistics courses: Applied Statistics I and II, Applied 
Probability, Sampling Theory, Nonparametric Statistics, 
Statistical Methods Using SAS, and Mathematical Statis-
tics I and II. In addition, the students are required to 
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take 12 hours of calculus, 3 hours of linear algebra and 
matrices, 3 hours of a programming language, and 3 
hours of an upper-division mathematics or computer 
science elective, for a total of 45 credit hours. We 
encourage students to take courses or to minor in other 
fields such as insurance, business, manufacturing and 
technology, and biology. This agrees with a recommen-
dation from the American Statistical Association's 
Curriculum guidelines for Undergraduate Programs in 
Statistical Science, given at http://www.amstat.org/educa-
tion/Curriculum_Guidelines.html, which states, “Because 
statistics is a methodological discipline, statistics pro-
grams should include some depth in an area of 
application.” We are also making some changes, such as 
the addition of an undergraduate course in experimen-
tal design, in order to more closely follow these 
guidelines.

Alumni Survey
During the 2000–2001 academic year, the B.S. 
Statistics degree at EKU underwent program review. 
As part of that review, we conducted a survey of 
alumni. On April 6, 2000, we sent a letter to all of the 
EKU alumni who had graduated since December 
1982. The letter described the program review and 
provided some personal information about our 
current Statistics faculty. Enclosed was a survey that 
asked each graduate to provide information about 
current and previous jobs, information about any 
graduate work completed, opinion of the strengths of 
the statistics program, and suggestions for 
improvement of the program. In January 2001 and in 
February 2001, we sent a follow-up letter and survey 
to those alumni who had not yet responded. Of the 
92 alumni who graduated between December 1982 
and August 2000, 58 returned the survey. (There were 
18 for whom no current address was known. Thus, 
from the mailing to 74 alumni, the response rate was 
78%.) A complete listing of our alumni's current jobs, 
previous jobs, and graduate school experience is given 
at http://www.stats.eku.edu/statalums.

It is important to remember that these results may 
not generalize to all alumni due to this voluntary 
response. In conducting our survey, we found it very 
useful to begin with the alumni relations office. We also 
did some detective work that involved contacting some 
of our alumni's parents and asking other alumni for 
their help in finding current addresses. It also helped 
that we had kept a list of names of our students who 
had graduated over the years. It was very rewarding to 
hear from alumni that we hadn't heard from in years.

Graduate School
The survey asked alumni if they had attended 
graduate school. If they had, they were asked for the 
name of the school, degree received, and graduation 
date. 

Of the 58 alumni who returned the questionnaire, 
20 of them (34.5%) have earned a graduate degree of 
some kind. Eleven of the alumni who returned the sur-
vey, or 19.0%, have earned either Master's degrees or 
Ph.D.s in Statistics. Two of these alumni with Ph.D.s are 
currently Assistant Professors. The remaining 15.5% 
who received graduate degrees earned Master's degrees 
in Education, Mathematical Sciences, Computer Sci-
ence, or Business. (This is not surprising because some 
of these alumni had minors or second majors in these 
fields.) Five of the alumni are currently enrolled in 
graduate school, and one of these was expecting to 
receive his Ph.D. in Cognitive Systems Engineering in 
May 2001. (In addition, we are aware of three more 
EKU graduates who took many of the department's 
statistics courses, but who did not graduate as statistics 
majors, and still went on to earn Ph.D.s in Statistics.) 
Of the seven EKU statistics majors who received their 
B.S. degrees in May 2001, two are currently attending 
graduate school, one in statistics and one in mathemat-
ics.

Job Opportunities
Fewer than half of our graduates pursued graduate 
school, so one of the primary purposes of the survey 
was to find out if graduates who did not pursue 
graduate school were able to find jobs as statisticians. 
According to Ritter, Starbuck, and Hogg (2001), 
“There are very few positions exclusively for 
BS-Statisticians. More common are positions for 
which BS-Statisticians qualify, but for which statistics 
is only one of several appropriate types of 
preparation.” The survey asked alumni to give their 
present employers, their job titles, and whether or not 
they use statistics in their positions. Similar 
information was requested for previous jobs.

Survey results indicate that our statistics alumni are 
able to find good jobs that enable them to use their 
statistical education. Of the 58 alumni who returned 
the survey, 45 (77.6%) said that they use statistics in 
their current jobs, while 49 (84.5%) said that they 
either use statistics in their current jobs or have used 
statistics in their previous jobs or both. 

Many of the alumni work as SAS programmers. 
Graduates were asked, “What are the strengths of the 
BS degree in Statistics at EKU? What did you learn that 
has been the most beneficial to you?” Nineteen (32.8% 
of responding alumni) stated that the course STA 575, 
Statistical Methods Using SAS, was the most beneficial 
course that they took. One alumnus stated, “The SAS 
course (STA 575 I believe) has proven to be the most 
valuable course that I took while attending Eastern. I 
can think of 3 instances where I received the opportu-
nity to interview for a position based upon my 
experience with that class.” Another graduate 
responded, “Most beneficial was being able to obtain a 
job very quickly within the Lexington [Kentucky] area 
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using my ‘SAS' skills that I learned at EKU.” 
STA 575, Statistical Methods Using SAS, has proven 

to be a valuable learning tool for alumni who want to 
work as SAS programmers. The first half of the course 
covers many of the topics tested in the SAS Core Certifi-
cation, Level 1 exam. (For more information on this 
exam, see www.sas/com/service/edu/certify/intro.html.) In 
particular, we teach our students how to access data files, 
work with SAS data sets, and manage data. By the middle 
of the course, they have a pretty good understanding of 
the SAS Data step and how to handle SAS programming 
errors. We try to use “real” data as much as possible so 
the students can learn that “real” data is usually very 
“messy.” The second half of the course focuses on various 
SAS procedures that are used to analyze data. Many 
employers who hire SAS programmers want to hire peo-
ple who have previous SAS experience. Taking this 
course gives our students SAS experience and qualifies 
them for entry-level SAS programming jobs.

EKU Statistics alumni also use their statistical edu-
cation to work as biostatisticians, actuarial analysts, 
quality assurance engineers, survey statisticians, fore-
cast analysts, marketing analysts, and teachers at both 
the high school and college levels. Some are employed 
at government agencies such as NIOSH and the Census 
Bureau, while others work at contract research organi-
zations (CROs) such as Kendle International, StatProbe 
Inc, and Pharmaceutical Outcomes Research Inc. 
According to Kogut (1997), “There is a growing trend 
for many statistical consulting jobs to be offered via 
contract research organizations (CROs), especially in 
the pharmaceutical industry. . . . CRO employment can 
provide intensive and varied work experience for the 
statistician beginning a career.” One of the alumni 
stated that “between ClinTrials Research & StatProbe, 
we have hired approximately 10 Stats graduates from 
EKU. We have had great success with the students that 
we have hired. . . . The Pharmaceutical/BioTech and 
Contract Research organizations are always in need for 
these types of individuals.” Some of the alumni work 
directly for pharmaceutical companies, such as Eli Lilly 
and Bristol-Myers Squibb Company. Several EKU 
alumni have also worked at Procter and Gamble Com-
pany. 

EKU has two alumni who work at Toyota Motor 
Company in Georgetown, Kentucky, as well as alumni 
who perform actuarial work for Anthem Blue Cross and 
Blue Shield and Ohio Casualty Insurance Company. 
One graduate who works as an actuary commented, “If 
I didn't choose the statistics major, I would not have 
been able to pass Part 2 of the Casualty Actuary Society 
exams in a timely manner. This exam focused exclu-
sively on statistics.” A number of our alumni are now 
managers. 

At least ten of our alumni (17.2% of those who 
filled out the survey) teach at the middle school, high 
school, or college level. Their statistics training has 

been invaluable to them as well. One alumnus who 
teaches at a high school stated, 

Three years ago, I was asked to develop a 
Probability & Statistics course for seniors. 
I have doubled the enrollment in 3 years. 
By having my Statistics degree, in addition 
to Mathematics Teaching, it has made it 
easier for me to implement the Statistics 
strand of the KY Core Content into my 
classroom teaching. It also has allowed me 
to serve as an ‘informal' reference person 
within my department.

As more statistics is included in the pre-college 
curriculum, the need for teachers with statistical skills 
will become even greater.

Importance of Statistical Skills
Another indication that graduates of a bachelor's 
degree statistics program gain skills that lead to career 
opportunities is that many of our alumni contact the 
department when their employers have job openings. 
As one alumnus noted, “Employers were glad I had 
SAS experience, but seemed more impressed by the 
Statistics Degree. There are very few programmers 
with both SAS experience and Statistics in the 
workplace.”

Other comments gathered from the alumni surveys 
also indicate a need for graduates with statistical skills:

“The pharmaceutical industry is in need of 
people with the skill sets of statistics grad-
uates. There are many jobs available for 
students with a BS degree in Statistics, and 
it appears to keep growing with all of the 
data being collected by companies.”

“SAS jobs are everywhere and there have 
never been enough people to fill all the 
positions at any of the places I've worked 
in.”

“Entry-level jobs at [company's name] are 
hard to fill. We could probably hire all of 
EKU's graduates.”

“The BS degree in Statistics at EKU has 
given me a solid foundation on which to 
build my career. It has given me so many 
open doors to choose from.”

“Without my statistics background, I 
wouldn't be where I am today earning top 
$$$. I love my job and each project is a 
new challenge.”

The Occupational Outlook Handbook from the Bureau 
of Labor Statistics at http://stats.bls.gov/oco/ ocos045.htm 
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suggests, “Job opportunities should remain favorable 
for individuals with statistical degrees, although many 
of these positions will not carry an explicit job title of 
statistician.” (For more information about a wide vari-
ety of career possibilities, see http://www.amstat.org/
careers and the September 2001 issue of Amstat News, 
which contains many useful articles.) While there may 
not be many jobs that actually bear the title statistician 
available to B.S. statisticians, many employers are find-
ing such graduates quite prepared to do statistical work. 
Some employers wrote letters of support for our pro-
gram review. One Kentucky employer, who prior to 
retirement ran his own statistical consulting company, 
stated, “Many of my first professional employees were 
EKU graduates of your undergraduate statistics pro-
gram. To be honest, I was pleasantly surprised at the 
high caliber of these graduates.” Another letter of sup-
port from the Head of the Statistics Section at a company 
that employs our graduates included the following 
statements:

It is very difficult for our department to 
recruit and hire employees who have a BS 
degree in statistics. This is because there 
are not many universities in the US that 
offer this degree. And for those universities 
that do offer the degree, very few students 
graduate with that degree each year. Often 
we hire students with [a] BS in mathemat-
ics and we train them but this is certainly 
less than optimal for us. 

Conclusion
An undergraduate degree in statistics can prepare 
students well for graduate school in statistics as well 
as other fields. EKU alumni have been successful in 
graduate school in several areas.

There is also a good job market for statistics gradu-
ates. According to the web site of the Bureau of Labor 
Statistics at http://stats.bls.gov/oco/ocos045.htm, “More 
employment opportunities are becoming available to 
well qualified statisticians with bachelor's degrees.” 
While a position with the actual title of statistician 
might require a graduate degree, there are many job 
possibilities for those with degrees in statistics that do 
not carry the title of statistician. 

The results of our alumni survey and research for 
our program review point to several suggestions for 
bachelor's level statisticians who are looking for career 

opportunities:

• There are lots of job opportunities for B.S. 
statisticians, but people seeking these jobs need to 
look beyond just those jobs bearing the statistician 
title.

• SAS programming experience is very valuable and 
can create many job possibilities.

• A second major or a minor in another field is an 
asset to B.S. statisticians. 

• Reaching out to alumni from one's alma mater can 
lead to more job opportunities.
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AP Statistics enjoyed its fifth birthday in June of 2001, 
and there was much to celebrate, including continued 
growth and improved student performance. 
Approximately 42,000 students took the exam last 
spring, and with an estimated 71,000 students 
enrolled in AP Statistics around the country last fall, 
we are preparing for about 49,000 exams in 2002.

The AP exam challenges students to demonstrate 
their ability to apply appropriate statistical methods as 
well as sound statistical reasoning and clear communi-
cation. The exam consists of a multiple-choice section 
and a free response section. The free response section is 
made up of five open-ended questions and one longer 
investigative task that requires integration and synthesis 
of multiple concepts.

Two hundred university and high school statistics 
teachers graded the free response section of the exam 
during a weeklong reading that was held during June 
2001 at the University of Nebraska. Each free response 
question was assigned a score from 0 to 4 according to 
holistic rubrics. For those interested, the free response 
questions and the scoring rubrics can be found at 
APCentral, a web site for teachers, at www.apcentral.
collegeboard.com (visitors to this site must register, but 
there is no charge for registration).

The free response questions in 2001 covered topics 
from the four basic content areas of the AP Statistics 
course description: sampling and experimental design, 
descriptive methods, inferential methods, and probabil-
ity. A brief description of the content of each question 
and the corresponding expectations for student 
responses appears below, followed by a discussion of 
one of the largest difficulties students still face on the 
exam: communication.

The 2001 Free Response Questions

Question 1 assessed the student's understanding of 
numerical measures of center and spread and the 
concept of outliers. To receive full credit for this 
problem, the student was expected to describe a 
plausible procedure using summary statistics to check 
for outliers, to use that procedure to check for outliers 
in a data set for which summary statistics are given, 
and to comment on a statement from a newspaper 
report concerning the relative position of one 
particular observation.

Question 2 evaluated the student's ability to use 
information provided in the form of a probability dis-
tribution to make a recommendation on which of two 
brands of copy machines a company should purchase. 
Several different approaches to this problem were rea-
sonable—an approach based on comparing the 
expected cost of machine B to the fixed cost of machine 
A, an approach based on computing the probability 
that the cost of machine B would exceed the fixed cost 
of machine A, or an approach based on simulation.

Question 3 evaluated the student's ability to design 
and carry out a simulation to estimate the distribution 
of the number of prizewinners in a weekly radio con-
test. To receive full credit on this question, the student 
was expected to describe how he or she would carry 
out the simulation and then conduct three trials using 
the given table of random numbers.

Question 4 assessed the student's understanding of 
some basic principles of experimental design, including 
randomization and blocking. Students were asked to 
explain the purpose of these strategies relative to a par-
ticular context.

Question 5 evaluated whether the student could 
carry out a test of significance and state conclusions in 
context. To receive full credit on this question, the stu-
dent was expected to state hypotheses, identify an 
appropriate test procedure, check any necessary 
assumptions, compute the value of the test statistic and 
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the associated p-value (or rejection region), and then, 
based on the result of the test, give an appropriate con-
clusion in context. 

Question 6 was the exam's investigative task. As 
such, its purpose was to evaluate the student's under-
standing in several course topic areas and to assess 
ability to integrate statistical ideas and apply them in a 
novel way. This year's investigative task involved using 
graphical displays to compare two groups, inference 
about the slope of a regression line, and using bivariate 
data given for each of two groups to reason about the 
group membership of a new data point. It was a very 
rich problem with a number of different possible rea-
sonable approaches to the classification issue.

Exam Performance
Overall student performance improved compared to 
the past two years, with higher scores on the multiple-
choice section of the exam and more consistent 
performance across the six questions of the free 
response section. Composite scores (multiple choice + 
free response) are used to determine the score 
reported to the student (5, 4, 3, 2, or 1). Table 1 gives 
the distribution of reported scores for the five years 
that the exam has been given. The increased 
percentage of 5's and 4's this year reflects the 
improved student performance on this year's exam.

Table 1. Reported Score (Percentage) Distribution

Reported Score 1997 1998 1999 2000 2001
 5 15.7  13.7  11.1  9.7 11.4
 4 22.1  21.4  20.3 21.6 23.4
 3 24.4 24.6 25.8 22.4 24.9
 2 19.7 18.6 20.9 20.6 19.1
 1 18.0 21.8 21.9 25.7 21.2

Exam performance this year (and in past years) was 
strongest in the area of describing data and weakest in 
the area of statistical inference. This was apparent in 
both the free response inference questions as well as in 
the multiple-choice questions dealing with inference. In 
general, students were much stronger on the mechani-
cal and computational aspects of problems than on 
parts that required interpretation or conceptual under-
standing. 

Importance of Communication
In particular, communication of results continues to 
be a weakness. It is important for students to realize 
that communication plays a crucial role in statistical 
analysis. In fact, interpretation of results and the 
relationship of the calculations to the particular 
context is a large part of what distinguishes the 
discipline of statistics from the discipline of 
mathematics (see, e.g., Cobb and Moore, 1997). In 
statistics, meaning comes from context, and it is the 

interpretation of the analysis in context that is the 
ultimate desired outcome.

A look at how the free response questions on the AP 
Statistics exam are scored shows that communication is 
weighted equally with statistical knowledge. (For more 
detail on how communication is rated, see the Teachers' 
Guide (Watkins, Roberts, Olsen, and Scheaffer, 1997).) 
Thus, it is not possible to achieve top scores on these 
questions if communication is weak. While the Teach-
ers' Guide provides general guidelines for five different 
levels of communication, below are some concrete 
examples of student responses, taken from Peck (2002).

Sample 1: Poor Communication
“Matrix used on calc. X2 = .51686, p = .99996 results 
in an insignificant p-value. No effective conclusion 
can be made that there is an association between the 
active ingredient in the 2 brands of pills and the 
pharmacy.” (2001 exam, Question 5)

Comments: This student may know something, but 
you can't really tell it from this response! The student 
has chosen an inappropriate test, with no indication of 
the rationale behind the choice. Further, the results and 
conclusions for the test that was performed are incom-
plete and poorly communicated, resulting in a very low 
score.

Sample 2: Weak Communication
“It isn't an outlier because it is within the IQR.” (2001 
exam, Questions 1c)

Comments: This response isn't worded correctly 
(within IQR doesn't make sense since the IQR is a sin-
gle number) but we can sort of tell what the student 
means by this comment. This was considered a mini-
mal response.

Sample 3: Adequate Communication
“10 inches of rainfall is not outstanding at all. The 
mean is 14.941 with a standard deviation 6.747. That 
implies that 67% of the data is between 14.941 ± 
6.747. A z score can be used to determine the exact 
probability.” (Calculations followed) (2001 exam, 
Question 1c)

Comments: This reasoning is incorrect (the distribu-
tion was not normal), but it is clear what the student is 
doing, and the response shows some understanding. 
This was considered a developing response.

Sample 4: Good Communication
“Since we want at least a pain relief of 50, drug B at 
400 milligrams would be better than any of the 
strengths of drug A because the plot is of averages. For 
drug A, some patients might have had no pain relief 
and other 100—so it averaged 50. But drug B at 400 
milligrams shows that most of the time the relief 
would be above 50 therefore bringing the average up 
to 90.” (2000 exam, Question 1c)
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Comments: This isn't the answer that was expected, 
but the idea is well communicated. The student shows 
understanding of the distinction between averages and 
individual measurements and clearly understands the 
information provided by the graph. This response 
received a good score for this problem, even though the 
scoring rubric was looking for an answer that justified 
the choice of drug A at a low dose.

Conclusions
The AP Statistics program continues to thrive and 
grow. This year's encouraging news is the observed 
improvement in student performance over the past 
two years. Communication is an area where students 
still struggle. It is important for students to 
understand the necessity of communication skills to 
the discipline of statistics and that these skills can also 
improve with frequent practice. As AP Statistics 
becomes more established in our high schools and as 
students gain confidence and experience, we look 
forward to continued improvement in the years to 
come.
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Developing Good Communication Skills

What can you do to learn to communicate more 
effectively when writing about statistics?

• Pay attention to your explanations and 
interpretations throughout the course. 
Communication is an important component in 
early course topics as well as when you are 
learning about inferential methods.

• Never give answers that are “mechanics only.” 
Always provide a final conclusion in “every day 
language.” This should be understandable to an 
audience who is not familiar with statistics or 
with the technology you used to perform the 
analysis.

• In particular, never rely on “calculator talk” as an 
explanation of what is being done: “I entered 
x:20 n:400 and .95 on my TI-83. 1 prop z-int 
printout is .02864, .07136” (a sample student 
response on question 6a of the 2000 exam) is 
NOT a good explanation of what is being done 
and why!

• Similarly, don't limit your response to just 
statistical terminology. For example, don't stop 
after saying “reject the null hypothesis.” Go on 
to explain what this conclusion means in the 
context of the data and question provided.

• Reading carefully is just as important as writing 
carefully. Use the discussions in your textbook 
as a model of how to communicate statistical 
ideas. Reading problems carefully is important 
too, especially in determining exactly what type 
of analysis is appropriate.

• Practice writing about statistical concepts and 
processes as well as about analyses. Many 
students have difficulty describing processes—
how to tell if there are outliers in a data set, 
how to carry out a simulation, etc. Try doing 
this in general terms, beyond a particular 
example.

educational
OPPORTUNITIES

visit the 
Center for Statistics Education 

Web site at 
http://www.amstat.org/

education/learnstat.html.
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In high school, the requirement of bringing a textbook 
to class daily caused many complaints to erupt. 
Students always complained about having bad backs. 
We wanted to know if college students also suffered 
from the problems of carrying too many books in 
their backpacks, so we decided to do an observational 
study to answer some questions. We read that 
previous research (e.g., www.sw.org/news/options/ 
november/backpack_study) suggested that a student 
should carry no more than 10–15% of his or her body 
weight. We decided to see if on average Cal Poly 
students carry less than 10% of their body weights in 
their backpacks. 

Summary of Data Collection
The population of interest was all Cal Poly students, 
and we decided to get a sample of 100 students. Our 
sampling frame included students from The Avenue (a 
campus dining facility), The Park (a campus fast-food 
facility), the University Union, and the Reserve Room 
at the Kennedy Library. Twenty-five students were 
sampled from each location, during the course of four 
days and four different times of the day: morning, 
lunch time, late afternoon, and evening. 

Our sampling technique involved the four of us 
meeting at a location. One of us was a designated talker 

who introduced the survey to the participants. A sec-
ond person read the scale, and a third gathered the 
surveys. We used the scales to measure backpack 
weight to the nearest pound, and we asked students to 
report their body weight on the survey. We continued 
until 25 surveys were taken for each location. We tried 
to reduce sampling bias by asking people randomly and 
did not allow extraneous variables to get in the way. 
Even if people looked really busy or antisocial, we still 
asked them to get as much of a true representation as 
possible. 

One possible remaining source of bias is the small 
detail that people can lie about their weight, thus mak-
ing the correlation between how much weight they are 
carrying in their backpack and their weight incorrect. 
However, because the questionnaire was anonymous, 
hopefully the participants did not do this. There were 
also a few people (five) who declined to participate in 
the survey. It is possible that this could have biased the 
results because those who declined may have had more 
in their backpacks. 

We believe the sample was representative of the 
entire Cal Poly student population. We received numer-
ous survey results from various years and both sexes. 
The variety in locations, days, and times of the day lets 
us assume that the conducted survey was done in a 
representative way.

Summary and Interpretation of Data
Figures 1-3 present a histogram, boxplot, and 

descriptive statistics of the ratios of backpack weight to 
body weight.
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The graphs of our quantitative data show much 
spread with numerous peaks and valleys throughout. 
The data appear to be skewed to the right with four 
high outliers who carry more than 16% of their body 
weight in their backpacks. The mean of the ratios is 
0.077 and the median is 0.071. The range of our data 
is 0.165, standard deviation is 0.037, and interquartile 
range is 0.046. 

Statistical Inference
To answer our research question, “Does the typical Cal 
Poly student carry less than 10% of his or her body 

weight in his or her backpack?” we used the one 
sample t procedure. Let µ equal the mean ratio 
between the weight of the backpack and the student's 
weight. Then our hypotheses are 

H0: µ = .10 The mean ratio between the weight of 
backpack and student's weight equals .10.

Ha: µ < .10 The mean ratio between the weight of 
backpack and student's weight is less than .10.

Note that we considered our observations to be a 
simple random sample and n ≥ 30, so the t test is valid. 
Using our output from Minitab, we found the test sta-
tistic equals –6.24 and the p-value is < 0.001. With 
such a small p-value, we consider our results to be 
statistically significant, meaning that getting a sample 
mean as small as ours would not likely happen by 
chance if the population mean was .10. Therefore, we 
reject the null hypothesis and support the alternative 
hypothesis that the mean ratio between the weight of 
backpack and student's weight is less than .10. 

We can find a confidence interval to estimate the 
mean ratio of backpack weight to body weight in the 
population. A 95% confidence interval for µ is (0.0699, 
0.0844). We are 95% confident that µ is between 
0.0699 and 0.0844. 

Alternatively, we could also count up the number of 
students who carry less than 10% (those will be our 
successes) and we can find a confidence interval to see 
what proportion p of the Cal Poly population carries 
less than ten percent of their body weight in their back-
packs. Since we have at least 5 successes and 5 failures, 
we used a one-sample z interval. The sample propor-
tion is p̂ = .76 and the 95% confidence interval for p is 
(.676, .844). We are 95% confident that between .676 
and .844 of all Cal Poly students carry less than 10% of 
their body weights in their backpacks. 

Interpretation/Explanation of Results
We found that the mean weight carried by Cal Poly 

students tends to be less than .10 of their body weight. 
In the t-test of significance we found the p-value to be 
quite small, which provided significant evidence for the 
alternative hypothesis. We also found with a 95% con-
fidence level that between .676 and .844 of all Cal Poly 
students carry less than 10% of their body weights in 
their backpacks. 

Reasons for what we observed include the follow-
ing: Some people take lighter loads on certain days and 
perhaps, by chance, we surveyed those individuals on 
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Figure 1. Histogram of Backpack Weight to Body Weight 
Ratios

Figure 2. Boxplot of Backpack Weight to Body Weight 
Ratios

Figure 3. Descriptive Statistics of Backpack Weight to Body Weight Ratios

Variable n  mean std dev Minimum Q1 median Q3 Maximum
ratios 100 0.077 0.071 0.016 0.050 0.037 0.096 0.181
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their particularly light day. The ten percent statistic 
came from an article about high school teens carrying 
too much weight around campus. Since college stu-
dents are more independent and most classes are 
lecture-based, the need to bring the book diminishes. 
Also, college students may be more apt to put on 
weight, so even if they were carrying the same amount 
of weight in their backpack (which is improbable), the 
proportion would be less since their own personal 
weight has increased.

Recommendations 
We recommend that any student carrying too much 

weight in his or her backpack should follow these 
guidelines (courtesy of www.gobroomecounty.com/press/ 
082701h.html):

• Use a hip strap for heavier weights. 

• Use a backpack with padded, wide straps and a 
padded back. 

• Use both of the backpack's straps, firmly 
tightened, to hold the backpack 2 inches above 
your waist. 

• Engage in exercises to better condition your back 
muscles. 

• Use correct lifting techniques. Bend with both 
knees when picking up a heavy backpack. 

• Neatly pack your backpack and try to keep the 
items in place. 

• Try to make frequent trips to your locker to 
remove items from your backpack you do not 
need. 

• Consider purchasing a backpack with wheels.

Future Questions

How does the weight of the backpack itself affect the 
total weight carried by the students? If we limited our 
sampling frame to high school students, would the 
data be significantly different? Would the week in the 
quarter influence the amount of weight contained in a 
student's backpack? Do males or females tend to carry 
more weight in their backpacks? How does time of 
day or location on campus affect the contents of a 
backpack? 

Editors' Note: We have made these students' data, 
including more variables than are discussed in this 
article, available at the STATS website: 

http://www.amstat.org/publications/stats/data.html
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During our collaboration on the backpack analysis 
project, we were struck by the sheer amount of 
time it took to collect the data, do our analysis, 
and draw conclusions. This process has given us a 
new appreciation for various experiments and 
observational studies since we've worked “behind 
the scenes.”

The most interesting part of our project was by far 
the data collection. Many students complied 
quickly and expressed interest in our study, hoping 
to see the results published in the college 
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This feature invites you to solve mysteries involving 
data. We hope that you will find this feature to be fun 
and enlightening, and we encourage you to send us 
your own submissions of data mysteries.

Mystery 1: Kentucky Derby Debates
Contributed by Patti B. Collings, Brigham Young University

The Kentucky Derby is an annual horse race held 
since 1875. Figure 1 displays a time plot of the winning 
times (in seconds) in the Kentucky Derby by year, and 
Figure 2 displays the average speed (in seconds per 
mile) of the winning horse each year.

Question 1: In both plots, what is the overall trend 
in the data? How do you account for this?

Question 2: In both plots, why do you think there 
is so much variability from one year to the next?

Question 3: What unusual characteristic do you 
observe in the overall trend for the winning times? Does 
the same characteristic appear in the winning speeds? 
How might you explain this?

(The solutions appear on p. 25.)

Mystery 2: Who's Going to School?

Contributed by Patti B. Collings, Brigham Young 
University

The histograms below are ages of male and female 
students taking introductory statistics at Brigham Young 
University during a recent semester. Brigham Young 
University is a private, church-owned university in 
Provo, Utah.

Question 1: What comparisons would you draw 
between these two distributions?

Question 2: Why do you think the standard devia-
tion of the males (2.46 years) is less than that of the 
females (2.69 years) while, the average age of the males 
(22.14 years) is higher than the females (20.38 years)?

Question 3: Compare the shapes of the two histo-
grams. What unusual characteristic do you observe? 
What explanation can you offer for the difference in the 
two histograms? 

(The solutions appear on p. 25.)
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OK, so let's consider our recent movie-going. Who 
have been the best characters? Judging from the buzz, 
two of the best must be Gladiator Russell Crowe on 
his impossible (but successful) quest to impose 
mortality on the Roman Emperor, and Russell Crowe 
as Mathematician/ Economist John Nash on his quest 
to solve a problem that nobody else has even thought 
of. 

Apparently, these Holy Grail quest movies are in. 
Now, upon reflection doesn't it seem to you that these 
characters have the stellar qualities of statisticians? Rug-
ged and indomitable characters, faced with events not 
of their making and beyond experimental control, yet 
proceeding undaunted and unbowed? 

Wouldn't it be something if there were a movie 
about a statistical-type person as the undaunted hero or 
heroine? Possibly Jodie Foster as the pioneering statis-
tician who solves the Behrens-Fisher problem, or 
Harrison Ford putting the final touches on the formal 
logic underlying Fisher's theory of fiducial probability? 
Well, it turns out that there is such a movie — Magic 
Town, starring James Stewart and Jane Wyman, which 
hit the streets in 1947. (The home video took a little 
longer…)

Stewart's character is a public opinion expert, and 
at the beginning of the movie he is searching for his 
personal holy grail — the perfect sample. Just think, he 
opines; if one could find The Representative Sample, 
one could spend a lot less time and effort and $$$ 
attempting to gauge the public's desires and opinions. 
This, of course, would turn into big profits for his poll-
ing agency. As luck and the script writers of Hollywood 
would have it, Stewart stumbles onto a gold mine when 
comparing national election results to some polls taken 
in a town called Grandview, state unknown, but suspi-
ciously Midwestern in character. The national 
percentages exactly match the percentages for Grand-
view, in characteristic after characteristic! Now, I know 
this sounds pretty suspicious to post-Watergate statisti-
cians, and one must admit that sampling error does 
seem to have passed Grandview by. However, if you are 

comfortable suspending reality enough to go to the 
Harry Potter and Lord of the Rings movies, you can cer-
tainly give this one a little break too.

Now, where was I? Oh, yes — the perfect sample. 
Stewart recognizes this golden opportunity, and he and 
his minions sneak into Grandview under cover, posing 
as insurance salesmen. (See? Statistics everywhere!) 
This ruse is necessary, of course, so that the investigator 
doesn't alter the situation he is observing as he observes 
it. However, Jane Wyman's character, the headstrong 
editor of the local paper, is going to present some prob-
lems. She is of the opinion that the town needs to get 
out of its rut and attract some industry. This “rut” is the 
one that seems rather wonderful — and profitable — to 
Stewart, and pollster/insurance man and newspaper 
editor quickly stake out opposite directions for the 
town.

The plot, as they say, then thickens. Your faithful 
reviewer must note that after starting out at a very high 
level of audience excitement generated by the discovery 
of The Representative Sample and the attempts to keep 
the townsfolk naïve, the movie degenerates into sub-
plots having to do more with the ethics of deception, 
and of course the burgeoning romantic relationship 
between the two protagonists. This reviewer would 
have liked to see the sampling issues developed further, 
possibly with Stewart and Wyman uncovering a manip-
ulative evil genius at work, played by Vincent Price (a 
sort of 40's Anthony Hopkins), thus explaining the lack 
of sampling error. However, the makers of the film saw 
it differently, and Stewart falls irrevocably in love with 
both town and editor. Romance wins again; by the end 
of the movie everybody who deserves one gets a happy 
ending.

The home video may be difficult to find, but the 
search is well worth it. Magic Town is a fast moving (for 
the 40's) film, and a cheap (for the 00's) date. Sample it 
at your earliest convenience, preferably with a significant 
other who wonders just what it is that statisticians do. 

[Magic Town: Republic Pictures Home Video: Run time 

Chris Olsen

µ-sings

Statistics Goes to  
the Movies 
Magic Town
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In the 1999 National Football League season, the St. 
Louis Rams led the league in scoring (32.9 points per 
game) and went on to win the Super Bowl 
Championship. The next year, the Baltimore Ravens 
set an NFL record for the fewest points allowed in a 
16 game season (10.3 points per game) and also won 
the Super Bowl. These accomplishments illustrate the 
extremes of a long-standing debate in many sports 
over the relative importance of offense vs. defense in 
producing a winning team. In this article, we examine 
data from a recent season for professional teams in 
football (NFL), basketball (NBA), hockey (NHL) and 
baseball (MLB) to investigate how a team's winning 
percentage is related to its offensive ability (points 
scored) and defensive ability (points allowed). 

The Data
We use data from all teams for the 2001 regular 
season (which started in 2000 for the NHL and NBA). 
Table 1 displays a subset of the data for teams in one 
division of each sport. Offensive production is 
measured by the average points/goals/runs scored by 
each team per game and the defensive performance is 
the average points/goals/runs allowed per game. The 
key response variable (winning pct.) is the number of 
wins divided by the number of games played (x 100). 
The only tie games occurred in the NHL (15% of the 
games) and are counted as one-half a win in 
computing the winning pct. This deviates slightly 
from the NHL's new scoring system that awards teams 
a point for a tie game or losing a game in overtime 
(and two points for a win). We give no credit for 
overtime losses in order to preserve 50% as the 
average winning percentage. Figure 1 shows dotplots 
of the winning percentages for all teams in each sport. 
Note that the most variability (and granularity) occurs 
in the NFL, which has only 16 games in the regular 
season, while the least variability occurs in MLB with 
its 162 game schedule. The NBA and NHL both play 
82 game schedules for their regular seasons. The data 
for all four leagues may be obtained from the STATS 
website www.amstat.org/ publications/stats/data.html. 

Table 2 shows the correlations in each league 

between the winning percentages and both the offen-
sive and defensive scoring rates. For the NFL and MLB 
we see that the correlation with winning percentage is 
stronger for Defense than for Offense, whereas in the 
MBA and NHL the Offense has a slightly stronger cor-
relation with winning percentage. But are any of these 
differences statistically significant? We'll investigate that 
question by considering two different models for pre-
dicting winning percentage using the offensive and 
defensive scoring rates. 

Robin Lock

The Statistical Sports Fan

Offense and Defense 
as Predictors of  
Team Success

Table 1: Scoring (Per Game) and Winning Pct. for a 
Sample of Teams

NFL-AFC East NFLOff NFLDef NFLPct
New England 23.2 17.0 68.8
Miami 21.5 18.1 68.8
NY Jets 19.3 18.4 62.5
Indianapolis 25.8 30.4 37.5
Buffalo 16.6 26.3 18.8
   
NBA-Pacific NBAOff NBADef NBAPct
LA Lakers 100.6 97.2 68.3
Sacramento 101.7 95.9 67.1
Phoenix 94.0 91.8 62.2
Portland 95.4 91.2 61.0
Seattle 97.3 97.3 53.7
LA Clippers 92.5 95.3 37.8
Golden State 92.5 101.5 20.7

NHL-Northwest NHLOff NHLDef NHLPct
Colorado 3.29 2.34 69.5
Edmonton 2.96 2.71 54.9
Vancouver 2.91 2.90 50.6
Calgary 2.40 2.88 42.1
Minnesota 2.05 2.56 38.4
   
MLB-NL West MLBOff MLBDef MLBPct
Arizona 5.05 4.18 56.8
San Francisco 4.93 4.62 55.6
Los Angeles 4.68 4.59 53.1
San Diego 4.87 5.01 48.8
Colorado 5.70 5.59 45.1
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Figure 1: 
Winning 

Model #1:  
Winning Pct = βo + β1 Offense + β2 Defense + ε

Results for each league of a multiple linear regression 
fit using two predictors (points scored per game and 
points allowed per game) are summarized in Table 3. 
If you'd like to predict the winning percentage for 
your favorite team, just multiply their current average 
points scored and points allowed (per game) by the 
respective coefficients and add on the intercept. 

Not surprisingly since its 16-game season is much 
shorter than the other leagues, the NFL has the weakest 
percentage of variability in its winning percentages 
explained by the model. The signs and magnitudes of 
the coefficients are consistent with the correlations of 
Table 2 – slightly more weight given to the defensive 
statistics in the NFL and MLB while the reverse is true 
in the NBA and NHL. We should take care when inter-
preting these individual coefficients since the offensive 
and defensive variables may be correlated themselves. 
Interestingly, though, none of the sports show a statisti-
cally significant correlation in their samples between the 
offensive and defensive scoring variables. In fact, three 
leagues (NHL, r = -0.26, NFL, r = -0.23 and MLB, r = 
-0.11) show small negative sample correlations between 
these variables, while the NBA shows a positive sample 
correlation (r = 0.28). We will leave you to ponder 
whether this uniqueness of the NBA is related to the fact 
that both individual correlations are the weakest for the 
NBA, but the R2 for the combined model is strongest for 
the NBA.

Model #2:  
Winning Pct = βo + β1 (Offense – Defense) + 
ε
For individual games, the winner is always 
determined precisely by the difference between the 
number of points a team scores and the number of 
points it allows. If we apply this reasoning to a 
season's worth of data, we might suggest using the 
difference between average points scored (per game) 
and average points allowed (per game) as a single 
predictor of a team's winning percentage. Table 4 
summarizes the results of fitting this model as a 
simple linear regression to the data from each of the 
four sports. Scatterplots (with regression lines) 
showing these linear relationships are displayed in 
Figure 2. Note that the intercept is 50.0 in each case 
since the average offense must equal the average 
defense, hence the average difference must be zero 
and the intercept will be the average winning 
percentage. From the R2 values we see that these 
models are nearly as effective as the more complicated 
versions in Model #1 and only require remembering a 
single parameter to apply. 

Comparing Correlations

Returning to our original question, how might one 
determine if the offensive or defensive variable is a 
significantly better predictor of winning percentage? 
One approach involves comparing these two models. 
We may view Model #2 as a special case of Model #1 
where the coefficients of the two predictors are 
constrained to be equal. This constrained model 
would be consistent with a null hypothesis that states 
that each predictor is equally important in the model 
(i.e., β2 = -β1 in the notation of that model). We would 
have evidence against that null hypothesis (and in 
favor of an alternative that more weight should be 
given to one of the predictors over the other) if the 
performance of the unconstrained model (Model #1) 
was significantly better than that of the constrained 
model (Model #2). Note that Model #1, with an extra 
free parameter, will always do somewhat better than 
Model #2 (if we measure a good fit via R2 or the sum 
of squared errors), but we still need to ask whether 
that improvement is statistically significant. A quick 
comparison of the R2 values between Table 3 and 
Table 4 should lead one to believe that very little 
predictive power is lost when we move to the more 
restricted model in any of the four sports. Thus we 
can informally conclude that neither offensive 
performance nor defensive ability is a substantially 
better predictor of a team's winning percentage. 

To do the comparison formally, we can do a partial 
F-test to determine whether the sums of squares 
explained by the unconstrained two-predictor model is 
a significant improvement over what is explained by the 
single variable model. Since the reduced model has one 
fewer degree of freedom, we would obtain a test statistic 
by dividing this amount of change in the sum of squares 
by the mean square error for Model #1 and comparing 
the result to an F-distribution with 1 and  
n – 3 degrees of freedom, where n is the number of 
teams in the league. The F-test statistics and p-values 
for these tests are given in Table 5. They show no sig-
nificant improvement in any of the four leagues, thus 
confirming our informal decision.

Note: In applying this test to other situations, you 
will often want to standardize the predictor variables 
before constructing the two models. For example, if we 
used number of touchdowns (in football) as the offen-
sive measure and number of yards allowed as the 
defensive measure, we should not expect the coeffi-
cients for the two predictors in Model #1 to be similar, 
even if both variables were equally effective predictors 
of winning percentage. However, if both predictors 
were converted to z-scores by subtracting their mean 
and dividing the result by their standard deviation, we 
could apply this technique to the transformed predic-
tors. Since the offensive and defensive variables in our 
data must have the same mean and have very similar 
variances, we can dispense with the additional conver-
sion to z-scores in fitting Model #2. 
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Suggestions for Additional Investigations

What would a similar analysis show for another 
league (e.g., Women's NBA or Major League Soccer), 
different competitive levels (e.g., college or high 
school), or other seasons of the NFL, NBA, NHL, or 
MLB? Would combining the offensive and defensive 
ratings in some other way (e.g., a ratio of points 
scored to points allowed) provide a better single 
predictor than the difference? Can you find other 
measures of performance (e.g., turnover ratio in the 
NFL, shooting percentage in the NBA, save percentage 
in the NHL or team home runs in MLB) that might do 
a significantly better job than the basic points for and 
points against variables – or significantly enhance the 
predictive power of a model that already used those 
variables? Could a bootstrap technique be used as an 
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alternate method to assess the difference in the 
offensive and defensive correlations with winning 
percentage (suggested by Tim Hesterberg)? Can you 
identify outlier teams in the data that did unusually 
well or poorly in winning percentage relative to their 
offensive and defensive statistics? 

Conclusion
The data shows no significant difference in the ability 
of points scored (offense) or points allowed (defense) 
to predict winning percentages in any of the four 
major professional sports leagues. In each case, using 
the difference (offense – defense) provides a much 
better predictor than either variable individually – one 
that is nearly as effective as a multiple regression 
model that uses both variables. So a team that wants 

Figure 2. Predicting Winning Percentage Using Offense-Defense

Table 3. Estimated Coefficients for Model #1

League Intercept Offense Defense R2

NFL 56.0 2.92 -3.22 86.4%
NBA 39.5 3.48 -3.37 95.8%
NHL 46.6 18.67 -17.43 94.1%
MLB 58.3 9.43 -11.2 91.8%

Table 4. Estimated Coefficients for Model #2

League Intercept Difference R2

NFL 50.0 3.08 86.3%
NBA 50.0 3.42 95.8%
NHL 50.0 18.07 94.0%
MLB 50.0 10.35 91.3%



ASA STATS 34  ■  SPRING 2002     25

to win needs to pay attention to both dimensions of 
the game. 
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Web Resources
Yahoo! Sports NFL standings at http://sports.yahoo.com/

nfl/standings.html.

Information Please Almanac NHL standings at http://
www.infoplease.com/ipsa/A0881665.html.

Doug's NBA & MLB Statistics Homepage at http://home.
rmi.net/~doug (an especially good source for 
conveniently downloadable data from past seasons). 

Table 5. Partial F-tests for Difference between Offense 
and Defense

League F-test statistic p-value

NFL 0.24 0.625
NBA 0.28 0.602
NHL 0.30 0.591
MLB 1.69 0.205

Data Sleuth Solutions

Mystery 1: Kentucky Derby Debates

Question 1: Overall, there is a downward trend in winning times. This is accounted for by improved racing horses from better breeding practices 
and also by better training of horses and jockeys.

Question 2: Variability is accounted for by different horses winning, different jockeys, conditions of the track at race time, weather, etc.
Question 3: There is a big drop in the winning times beginning in 1896. However, there is not a similar anomaly in the speeds. This happened 

because the length of the race was shortened from 1.5 miles to 1.25 miles. 

Mystery 2: Who's Going to School?

Question 1: The shapes of both distributions are substantially skewed to the right. The males are older than the females by an average of 
almost two years. The ages of female students are a bit more variable.

Question 2: While males generally wait to take introductory statistics, more males take it between the ages of 21 and 23 than females who take 
it between the ages of 19 and 21.

Question 3: Very few males take introductory statistics at ages 19 and 20. Approximately 80% of the male students at Brigham Young 
University have served two-year missions. They usually began their service soon after their 19th birthday.

If you would like to explore these data further, the Kentucky Derby data can be found at www.kentuckyderby.com, and the age data can be 
found at the STATS web site (www.amstat.org/publications/stats/data.html). 
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On the 2001 Advanced Placement Statistics exam, 
students were asked to compare the active ingredient 
in a “name” brand drug and its generic counterpart. 
Many students did not realize that these observations 
were paired by pharmacy and that a paired t-test on 
the ten differences was therefore the appropriate 
procedure. We will consider several examples that 
may help students understand how to deal with 
dependent data. Our first example will be the “Soles 
of their Shoes” data from the classic text Statistics for 
Experimenters, written by Box, Hunter, and Hunter. 
Our second example will be the “Friday the 13th” data 
from the Data and Story Library (DASL), a statistical 
web site available at Carnegie Mellon University.

The Partial Story for “Soles of their Shoes”
Box, Hunter, and Hunter presented hypothetical data 
concerning researchers who wondered if a new less 
expensive synthetic material would be as long-lasting 
as the material that was currently used for the soles of 
sports shoes. Their experiment involved boys who 
were close in age. After the boys wore shoes with soles 
made of old and new material for a fixed period of 
time, the researchers measured the amount of wear-
and-tear for both materials. Soles with high wear-and-
tear numbers were less sturdy than soles with low 
numbers. 

If we look at a back-to-back stemplot (Figure 1) for 
the amount of wear for the old and the new material, 
the results look similar. At first glance, it does not seem 
that one material is better than the other.

The average wear-and-tear for the old material is 
10.63, which is a bit lower than the average of 11.04 for 
the new material. The standard deviations are close: 
2.45 for the old and 2.52 for the new material. Thus, 
there is a bit more wear-and-tear on average and slightly 
more variation for the new material. 

The researchers might have considered several basic 
designs for conducting this experiment. They could 
have selected twenty boys and randomly assigned ten 
to wear shoes with the new material and the other ten 
to wear shoes with the old material. If this were the 

case, we would then compare the two groups using an 
independent sample t test:

two-sided p-value = .72

There is no evidence of a difference in average wear-
and-tear between these two materials. Part of the reason 
is what we saw in the stemplots, the distributions are 
very similar. However, another reason is there is lots of 
variability in the two distributions, and lots of overlap 
between the two groups. This makes it difficult to 
detect any differences there might be in the two groups. 
We would be better able to compare the two groups if 
we could account for some of this variability first.

The Complete Story for Soles of their Shoes
However, the researchers chose a much better design 
for this experiment. They had each of ten boys wear a 
special pair of shoes with one shoe's sole made of the 
new material and the other shoe's sole made of the old 
material for a fixed time period, creating a matched 
pairs design. They randomly selected which foot 

Gretchen Davis

A.P. Statistics

Some Thoughts on 
Paired Data

 Old Material  New Material 
 6 6 4 scale:
  7  13|6 means 13.6
 82 8 8 
 5 9 38 
 987 10  
  11 238 
  12  
 32 13 6 
 3 14 02 
x̄old  =10.63, sold =2.45   x̄new =11.04, snew =2.52
Figure 1: Stemplot of Wear-and-Tear Measurements with 
Old and New Material
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would wear the new material by flipping a coin for 
each boy. This randomization within each pair is 
necessary in case one foot tends to be rougher on 
shoes than the other. Table 1 reports the data.

Notice that some boys (e.g., 1 and 4) tend to have 
more wear and tear in general. In fact, if we plot these 
paired observations (Figure 2), we see there is a strong 
positive association. Boys who are rougher on one type 
of material tend to be rougher on the other type of 
material as well.

By having each boy wear both types of materials 
instead of just one, we can directly compare the wear-
and-tear within each boy, instead of comparing the 
wear-and-tear behavior for boys 1 and 4 to the rest of 
the boys. This gives us a much more direct comparison 
of the two materials under more similar conditions (the 
“roughness” level of each boy). In fact, we can see that 
most of the boys fall above the “equal wear” 45º line. 
This gives us some evidence that the wear-and-tear has 
a tendency to be higher for the new material than for 
the old.

While pairing the data makes sense, we can no 
longer treat these as two independent samples, and the 
above analysis is no longer appropriate. Instead, to 
compare the wear and tear between the materials, we 
calculate the difference in wear for each boy (New-
Old). The results are in Table 2 and Figure 3.

Again we see that on average the differences are 
positive. Performing a paired t-test gives:

 
 
two-sided p-value = .0086

We have strong evidence that the mean difference is 
different from zero. From the plot, we see that the new 
material is not as long lasting on average as the older 
material.

Why are these test results so different? Comparing 
the two test statistic calculations provides insight. Both 
numerators equal 0.41, but the denominator is much 
smaller with the paired test because the standard devi-
ation of the differences is much smaller than the standard 
deviation of wear-and-tear measurements. As a conse-
quence, the paired t-test is much more powerful in this 
case. In other words, controlling for that variation 
among boys helps us to detect a difference between the 
two materials.

After we explored the “Soles of the Shoes” example 
in a beginning statistics class at UCLA, Christine Cor-
pus and Fiona Leung shared another data set that 
illustrates the same principles. These data came from 
DASL, and were part of a larger study on superstitions.

Another Example Is Friday the 13th 

Unlucky?

Researchers in England collected data on traffic 
accident victims who were admitted to the hospital 
emergency department during a four-year period 
(Scanlon et al., 1993). They recorded the number of 
admissions on Friday the 13th and also the previous 
Friday (the 6th). The data appear in Table 3. 

Here, it is less clear that there is an advantage in 
collecting paired data. However, if we examine another 
scatterplot (Figure 4), there does appear to be a positive 
association between accidents on the 13th and on the 
previous Friday.

The pairing makes sense here because weather con-
ditions and traffic patterns vary at different times of 
year, and we expect the results during a two week time 
period to be more similar than the results across differ-
ent years. The choice of Friday the 6th rather than 
Thursday the 12th is because of different traffic patterns 
on different days of the week. 

If we think (incorrectly) that these data are inde-
pendent, we find no real difference in average 
admissions (t = 1.66, p-value = .64). But when we real-
ize that the data are paired by month and year, then the 
differences are apparent (paired t = 2.71, p-value=.021). 
This supports that there are more admissions on aver-
age from traffic accidents on Friday the 13th than on 
Friday the 6th. (Some may also wonder about admis-
sions on other Fridays or on Friday the 20th. Maybe the 
peak on the 13th is really just a midmonth high and not 
the result of one unlucky day.) By pairing, we were able 
to control for the variation in traffic patterns through 
the year (notice again that the standard deviation of the 
differences is smaller than the standard deviation for 
each group), giving us more power in our statistical 
analysis.

Conclusion
Both examples may help students understand the 
power of pairing, which is a form of blocking. The 
design of the study and the question of interest 
determine how the analysis should proceed. If the 
data were collected through pairing and not 
independent samples, then one analyzes differences 
rather than the raw data. If the variables are strongly 
associated, the pairing can enable one to detect an 
effect that could have been missed with independent 
samples.
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The link to the Friday the 13th data is: http:// lib.stat.
cmu.edu/DASL

The link to College Board web site that contains the 
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Table 3: Traffic Accident Victims Admitted to Hospital Emergency Departments

Month, Year Friday the 6th Friday the 13th Difference (13th - 6th)

October 1989 9 13 4
July 1990 6 12 6
September 1991 11 14 3
December 1991 11 10 -1
March 1992 3 4 1
November 1992 5 12 7
Average 7.50 10.83 3.33
Standard deviation 3.33 3.60 3.01

Figure 4. 


